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Spiros Dimolitsas, Associate Director for Engineering

Engineers often study turbulence and its effects,
but in 1999, we spent most of our time experiencing
it. Lawrence Livermore National Laboratory (LLNL)
was featured in headlines coast-to-coast this past
year, and our operating requirements from the
Department of Energy, particularly on security and
safety, became much more rigorous. However,
despite overwhelming distractions and competing
priorities, we in Engineering have kept focused on
our mission and our milestones.

Whether using computational engineering to
predict how giant structures like suspension bridges
will respond to massive earthquakes or devising a suit-
case-sized microtool to detect chemical and biological
agents used by terrorists, we have made solid techni-
cal progress. This report summarizes our technical
R&D objectives, methods and key results for the past
year—as structured through our technology centers. 

Each Center is responsible for the vitality and
growth of the core technologies it represents. The five
Centers focus and guide longer-term investments
within Engineering, as well as impact all of LLNL. My
goal is that each Center will be recognized on an
international scale for solving compelling national
problems requiring breakthrough innovation. 

1999 highlights

We attracted national attention with our Center
for Microtechnology work in chemical/biological
nonproliferation,  featured in the April issue of
Science magazine. We  achieved the fastest poly-
merase-chain-reaction  detection time for chemical
and biological agents of warfare. Other microtech-
nology achievements include a substantial joint
venture with industry in extreme ultraviolet technol-
ogy to produce the world’s smallest computer chip,
as well as collaborations with the University of
California at Los Angeles on wireless sensors.

Within the Center for Complex Distributed
Systems (CCDS,) we are working with the
University of California at Berkeley on massive
simulation models for large structures. Our CCDS
employees have written model-based signal
processing algorithms that provide a much
improved methodology for validating and updating
computational models. They have also developed
wireless data acquisition systems to better monitor

optical support structures within large systems like
the National Ignition Facility (NIF), one of the largest
high-tech construction projects in the country.

In the area of nondestructive characterization
(NDC) science and measurement, we are advancing
our core competencies and technologies in quantita-
tive NDC and fast nanoscale imaging. The Center for
Nondestructive Characterization has performed break-
through work in applying NDC at the beginning of the
lifecycle of fabricating finished parts. This saves time
and money by finding flaws in the part or process in
the early stages, when change is easier to make.

The Center for Computational Engineering (CCE)
is integrating the common technical aspects of
mechanical and electronics engineering within the
scope of computational engineering. Mechanical engi-
neering research has centered on fundamental work
on the responses of various materials, such as brittle-
ness and inelasticity, as well as improvements to algo-
rithms in two popular LLNL-designed software codes:
NIKE3D and DYNA3D. In electronics engineering CCE
has pioneered advances in Lattice-Boltzmann simula-
tions for chemical engineering and microfluidics.

Within the Center for Precision Engineering, we
are pursuing a breadth of technologies—from
machine tool design to manufacturing process engi-
neering. Much of our work centers on the ability to
design, manufacture, and characterize field experi-
ments in NIF. Here we must be able to build millime-
ter-size structures from exotic materials to precise
tolerances in extremely clean environments.

Leveraging our work

In a sense, our Centers serve as the internal
venture capitalists for our programs. They provide the
mechanism by which Engineering can help LLNL’s
programs attract funding, while pioneering the tech-
nologies that will sustain long-term investment.

Engineering must continually work to build
LLNL’s competitive advantage; we must continue to
create things that are technically one-of-a-kind. Our
new centers do this by fusing the best of mechanical
and electronics engineering, creating a synergy that
most organizations cannot. Our future depends on
how we find innovative but cost-effective engineer-
ing solutions to emerging technical problems that
lead to solutions on a national scale.

Introduction
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The growth of computer power and connectivity,
together with advances in wireless sensing and
communication technologies, is transforming the
field of complex distributed systems. The ability to
deploy large numbers of sensors with a rapid, broad-
band communication system will enable high-fidelity,
near real-time monitoring of complex systems.
These technological developments will provide
unprecedented insight into the actual performance
of engineered and natural environment systems,
enable the evolution of many new types of engi-
neered systems for monitoring and detection, and
enhance our ability to perform improved and vali-
dated large-scale simulations of complex systems. 

One of the challenges facing engineering is to
develop methodologies to exploit the emerging infor-
mation technologies. Particularly important will be
the ability to assimilate measured data into the simu-
lation process in a way which is much more sophisti-
cated than current, primarily ad hoc procedures.

The reports contained in this section on the
Center for Complex Distributed Systems describe
activities related to the integrated engineering of
large complex systems. The first three papers
describe recent developments for each link of the
integrated engineering process for large structural

systems. These include 1) the development of
model-based signal processing algorithms which
will formalize the process of coupling measure-
ments and simulation and provide a rigorous
methodology for validation and update of computa-
tional models; 2) collaborative efforts with faculty
at the University of California at Berkeley on the
development of massive simulation models for the
earth and large bridge structures; and 3) the devel-
opment of wireless data acquisition systems which
provide a practical means of monitoring large
systems like the National Ignition Facility (NIF)
optical support structures.

These successful developments are coming to a
confluence in the next year with applications to NIF
structural characterizations and analysis of large
bridge structures for the State of California. Initial
feasibility investigations into the development of
monitoring and detection systems are described in
the papers on imaging of underground structures
with ground-penetrating radar, and the use of live
insects as sensor platforms. These efforts are estab-
lishing the basic performance characteristics essen-
tial to the decision process for future development of
sensor arrays for information gathering related to
national security. 

David B. McCallen, Center Director

Center for Complex Distributed Systems
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Reduced-Order Model for Nonlinear
Suspension Bridge Analysis

Center for Complex Distributed Systems

Introduction

In recent years, the design and analysis of large,
distributed structural systems has become increas-
ingly reliant on large-scale computational simula-
tion. Linear simulations have been the mainstay of
design computations. However, as performance-
based design procedures become more prevalent,
there will be increased demand for accurate numeri-
cal models capable of simulating nonlinear response
and ultimate structural collapse.

The computational requirements for nonlinear
analyses, which include changes in the global model
geometry, impact between adjacent bridge
segments, and material inelasticity, can be prohibi-
tive if general purpose finite-element programs are
used. This fact begs for efficient nonlinear computa-
tional models which allow parametric studies essen-
tial to developing a clear understanding of the
dynamic bridge response.

In addition to computational difficulties, there
continue to be phenomenological issues in the
analyses of these important structures. The effects
of spatially varying earthquake ground motions;

near-field earthquake ground motions containing
long-period ground displacement pulses and perma-
nent ground displacements; and fluid-structure
interaction between a bridge and the turbulent
atmosphere, are topics for which scientific and engi-
neering understanding are incomplete. Appropriate
characterization of damping mechanisms in a long-
span cable bridge remains an area of great uncertainty.

A rigorous understanding of the mechanics of
cable bridge damping, which discriminates between
complex aerodynamic and mechanical damping
mechanisms, has yet to be developed, and it remains
necessary to rely on simple spectral representations
of damping. Spectral damping representations are
complicated by the fact that cable bridge dynamics
can be very broad-band with long wavelength modes
of a flexible deck system on the order of 10- to 15-s
periods, and modes of stiff towers on the order of
0.1- to 0.2-s periods. 

There have been extensive analytical and
numerical studies of the vibrational characteris-
tics of cable-supported bridges undergoing small
amplitude, linear vibrations. The early work of
Abdel-Ghaffar1-3 was important in developing

FY 99 1-1

With the proliferation of commercially available software tools for structural mechanics and
powerful compute engines, computational simulation of long-span cable-supported bridges is experi-
encing rapid growth. However, due to the physical size and large number of individual members in
these structures, the application of general purpose computational mechanics software may not
represent the optimal solution, particularly for computationally intensive nonlinear analyses and
parametric studies where multiple simulations are required. We have developed a numerical simula-
tion tool specific to the nonlinear, transient, dynamic analysis of cable-supported bridges. The
methodology is predicated on special element technologies which allow a significant reduction in the
number of global equations in the bridge system model. The solution of the equations of motion is
based on a hybrid implicit/explicit procedure in which the bridge gravity configuration is determined
with an implicit solution, and the transient time-stepping solution is based on explicit integration of
the equations of motion. 

David B. McCallen
Center for Complex Distributed Systems

Abolhassan Astaneh-Asl
Department of Civil and Environmental Engineering
University of California
Berkeley, California
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basic understanding of the linear vibratory dynam-
ics of suspension bridges. Abdel-Ghaffar’s work
developed analytical models for the natural vibra-
tions of suspension bridges and provided insight
on the vibrational interactions between towers,
cables, and deck systems. As part of a combined
simulation and field observation study,
Dumanoglu, Brownjohn, and Severn4 used 2- and
3-D linear computational models to investigate the
natural vibrations of the Fatih Sultan Mehmet
suspension bridge (Turkey) and extracted a large
number of modes for the structure.

Long-span cable bridges are complex and distrib-
uted dynamic systems and model validation and
parameter calibration (such as selection of appro-
priate damping forms) must rely on experimentally
obtained observational data. The only database
currently available for suspension bridges consists
of low amplitude, linear vibrations.5-9

The cited experimental and computational studies
have generally demonstrated the ability of computa-
tional models to adequately represent the lower
natural modes associated with small amplitude,
linear dynamics of a suspension bridge vibrating
about the gravity configuration of the system. Due to
the complexities and computational difficulties of
large-scale nonlinear analyses, and a lack of
measured response data in the nonlinear regime, the
effect of nonlinearities on cable bridge response has
been investigated to a lesser extent. 

Abdel-Ghaffar and Rubin10,11 demonstrated the
nonlinearity associated with modal coupling in
amplitude-dependent free vibrations of suspension
bridges with applications for the Golden Gate and
Vincent Thomas Bridges. Computational studies by
Nazmy and Abdel-Ghaffar12,13 have indicated the
importance of geometric nonlinearities in cable-
stayed bridges with long spans and reinforced the
importance of considering the spatial variation of
earthquake ground motions. 

In addition to research studies, consideration of
nonlinearities in cable-supported bridges is begin-
ning to infiltrate into engineering practice. Ingham,
Rodriguez and Nadar14 have described practical
design application of nonlinear analysis in the seis-
mic retrofit studies of the Vincent Thomas Bridge. 

Further study is necessary to develop a clear
understanding of the nonlinear response of long-
span bridges to strong ground motions, particularly
when the bridge is located in the near-field of a
causative earthquake fault where ground motions
may contain both high-frequency and significant
long-period motions due to near-field effects. There
is no existing observational database for this

response regime, and nonlinear computational simu-
lations must play a central role in developing
improved understanding. 

The objective of our work was the development of
a simple and robust computational model for 3-D,
nonlinear transient analysis of suspension bridges.
The resulting finite-element model accounts for
nonlinearities due to finite displacements, material
nonlinearities in the bridge members, impact
between adjacent bridge segments, and potential
rocking and uplift of large caisson foundations. 

Unique features of the model include the element
technologies, which are tailored to the construction
of a reduced-order model with a significant reduction
in the global degrees of freedom; and the use of an
explicit time-integration scheme for dynamic analyses.
The explicit scheme provides a simple and highly
reliable nonlinear solution framework for transient
nonlinear analyses, particularly when considering
the sudden events associated with impact between
adjacent bridge segments, sudden tensioning of
slack cables, or collapse of bridge components. 

The model incorporates an implicit based, auto-
mated procedure for nonlinear gravity initialization
of the bridge model, which computes the correct
bridge geometry and the correct initial stress field in
the cable and deck trusses for gravity loading. 

The nonlinear model we have developed can be
particularly useful for parametric studies aimed at
understanding the complex transient response of
long-span bridges and the relationship between
bridge response and ground motion characteris-
tics. Because of the importance of validating
special numerical models, particular attention was
paid to comparison of the reduced order model
with both experimental data and higher order
detailed models.

Progress

Computational Bridge System Model

The research study which motivated development
of the computational model consisted of a multidis-
ciplinary seismological and engineering study of the
San Francisco-Oakland Bay Bridge (Fig. 1). With
approximately 280,000 vehicles per day, the Bay
Bridge carries the highest traffic volume of any
bridge in the United States. The bridge is a critical
transportation link and a seismically interesting
structure by virtue of its close proximity to major
active earthquake faults. 

Two new computational tools for numerical simu-
lation of seismic ground motions and structural
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Figure 1. The five elements of the bridge system model. (a) Finite rotation fiber flexure element for the bridge towers; (b) penalty
node-to-node contact for deck impact; (c) tension-only two-force member with initial stress for cables; (d) composite membrane,
truss, and sway stiffness deck model; (e) caisson block with uplift.
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response were developed for this study. A massively
parallel, geophysics based finite-difference program
has been constructed to model seismic wave propa-
gation.15,16 The geophysics model, which is
described in a companion paper, provides ground
motion estimates, including the effects of near-field
phenomena such as long-period ground displacement
pulses, and coseismic, permanent ground displace-
ments associated with tectonic plate movements. 

The second computational tool, and the subject of
this paper, consists of the special-purpose finite-
element program for nonlinear bridge analysis. The
description references the Bay Bridge system.
However, the solution algorithms and element tech-
nologies described can have broader applicability to
other suspension and cable-stayed bridges with
appropriate changes in element properties. 

The model consists of five major elements, as
shown in Fig. 1. A finite-rotation, fiber bending
element is used to represent the bridge towers. A
tension-only cable element with user-defined initial
stress represents the bridge cable system. A
reduced-order deck model, consisting of a composite
combination of truss, membrane, and sway stiffness
elements, represents the deck and stiffening truss
system. A penalty-based node-to-node contact
element captures potential contact and impact
between the deck system and towers, and a rocking
foundation element represents the large caisson
foundations with potential uplift.

Our philosophy was to maintain the greatest
possible simplicity in the element formulations and
solution algorithms, and to provide a robust algo-
rithm which could handle a multiplicity of strong
nonlinearities. An explicit time integration algorithm
provided the robustness for strongly nonlinear
dynamic problems. Since explicit integration
schemes are conditionally stable with the time step
size governed by the highest frequency of the simu-
lation model, explicit schemes are typically too
costly for long duration dynamic loads such as
earthquakes with existing general-purpose finite-
element programs. However, the potential advan-
tages of explicit integration are well known for
highly nonlinear problems. These advantages
include the basic simplicity and reliability of the
algorithm when compared with the most efficient
quasi-Newton implicit schemes. 

Explicit integration provides accuracy and high
reliability for large nonlinear structures when strong
nonlinearities occur and can readily handle soften-
ing systems or contact intensive problems which
defy or hamper convergence of implicit integration
schemes. Explicit integration is computationally
feasible for long duration problems if the element

technologies and physical element sizes in the
discretized model do not result in prohibitively small
time steps. The simple elements developed in this
study lead to manageable time steps and thus
enable the use of explicit integration. The nonlinear
computational elements and algorithms developed
have been incorporated into the special purpose
finite-element program SUSPNDRS. The methodologies
are described briefly in this paper. A complete
description, including detailed evaluations of element
and software performance, is given elsewhere.17

Nonlinear Solution Framework

In the numerical simulation of cable-supported
bridge systems subjected to dynamic loads, two
distinct steps must be undertaken to obtain the tran-
sient solution. The first step is performance of an
appropriate static, nonlinear gravity load initializa-
tion of the computational model such that the model
emulates the correct geometric shape of the bridge
with the appropriate forces in the individual bridge
deck members, towers, and cable system. 

This initialization must take into account the
design objectives and construction sequence of the
bridge, since the construction procedure can signifi-
cantly influence gravity-induced forces and the final
overall geometrical shape of the bridge. Once the
appropriate gravity configuration is achieved, the
solution can proceed to a transient dynamic analysis
with the static configuration (member forces and
model geometry) serving as the initial condition
state for the dynamic analysis. The total nonlinear
solution must adequately handle both the nonlinear-
static and the nonlinear-dynamic solution phases.

Implicit Static Solution. In the computational
bridge model, the deformation of the structure is
defined by the vector of global displacement compo-
nents {D}. For a given set of statically applied exter-
nal loads on the structure {P}, the structure is in a
state of equilibrium if the external loads equilibrate
the internal resisting forces of the structure,
denoted {Q({D})}, and the forces generated by any
contact across disjoint parts of the structure (such
as expansion joints), denoted {Γ({D})}. In a nonlin-
ear system, the internal and contact forces are
nonlinear functions of the system displacements.

Defining a residual vector {R({D})} as the differ-
ence between the various force components in the
direction of each degree of freedom of the model, 

{R({D})} = {{Q({D})} – {P} – {Γ({D})}} (1)

then an equilibrium configuration of the structure,
denoted {D*}, results in a null residual vector, such
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as R{D*} = 0. If {D*} is the kth approximation to
{D*}, then a Taylor series expansion of the residual
vector about {Dk} yields,

(2)

where,

. (3)

Neglecting higher order terms in Eq. 2, and
invoking the fact that {R({D*})} = 0, the incremental
displacements are given by,

. (4)

The instantaneous stiffness matrix is defined as
the immediate rate of change of the internal resist-
ing forces and contact forces with respect to system
displacements, thus,

(5)

and the individual terms of this matrix are given by
Eq. 3. The first matrix in Eq. 3 represents the stiff-
ness contribution from the structural elements in
the bridge model; the second represents the effec-
tive stiffness contribution from the penalty-based
contact elements activated during contact between
disjoint parts. In the absence of contact, the contact
stiffness matrix vanishes. The incremental relation-
ship given by Eq. 4 provides the basis for equilib-
rium iterations which yield incremental displace-
ments for updating the displacement vector until the
nodal force residuals and incremental displacements
become acceptably small. In the static solution algo-
rithm implemented in this study, the instantaneous
stiffness is completely reformed for each equilibrium
iteration, leading to a full Newton-Raphson proce-
dure for equilibrium iterations. Equilibrium itera-
tions proceed until the Euclidean norms of the residual
and incremental displacement vectors become
acceptably small. In the SUSPNDRS program, the
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implicit solution is used for gravity initialization of
the bridge system, for other nonlinear static analy-
ses such as push-over tests for a bridge or bridge
components, and as a diagnostic tool when imple-
menting new nonlinear elements.

Explicit Dynamic Solution. The transient bridge
solution is based on an explicit integration scheme
which readily admits arbitrary multiple support
earthquake ground motions. The earthquake ground
motions are defined by ground displacement time
histories at the bridge base support locations refer-
enced to an identical time frame to preserve phasing
information across the bridge structure. The coupled
equations of motion for the bridge system,
constructed from the assembly of element matrices,
are given by,

(6)

where conceptually, [Cfsi] defines the damping due
to fluid-structure interaction and [Cmech] defines the
mechanical damping. The vector {Q({D})} represents
the internal resisting forces of the model elements,
vector {Γ({D})} represents the nodal forces due to
contact of disjoint bridge segments, and

contains the support point
forces generated by applied ground displacements.
In Eq. 6, the fluid-structure interaction damping
forces are assumed proportional to the absolute
velocity of the structure and the mechanical
damping forces are assumed proportional to the
relative velocity of the structure.

The specific form assumed for the bridge energy
dissipation, as characterized by the viscous terms in
Eq. 6, has significant implications for the numerical
implementation of the explicit integration procedure
for the equations of motion. An appropriate damping
form must be inferred from experimentally identified
structural damping values. The results of the modal
damping observations from several studies6-9 are
constructed in graphical form in Fig. 2. In each plot,
the experimentally observed damping values are
shown as a function of frequency. The experimental
data consistently exhibits an inverse relationship
between modal damping and modal frequency, the
only major difference between the various bridges
being the specific amplitude of the damping values.
In addition to the experimental values, a solid line is
included for each dataset indicating the frequency
dependency of damping which would be obtained
with an assumption of mass-proportional spectral
damping (that is, [C] = β[M]). 

For three of the cases (Golden Gate, Newport,
and William Preston), the mass proportional
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damping was anchored at the fundamental mode;
for the Fatih Sultan Mehmet data, there was a
wider scatter and an anchor damping value some-
what lower than the damping of the fundamental
mode proved to yield a better fit. For all of the

small amplitude vibration data, mass-proportional
damping provides a good representation of the
observed frequency dependency of damping. While
this reveals a general trend in the frequency
dependency of the data for these broad-band
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structures, it must be kept in mind that the damp-
ing values were obtained from small amplitude
vibrational data. In practice, it is necessary to
augment the mass proportional damping with
some stiffness-proportional damping to ensure
high-frequency modes are appropriately damped.
This issue is particularly important for explicit
time integration schemes where the higher
frequency modes are resolved in the model.

For mathematical expediency, and lacking more
specific information about the mechanical and aero-
dynamic partitioning of the damping in cable
bridges, an assumption of viscous, absolute velocity-
dependent damping was assumed in the computa-
tional model. Thus, Eq. 6 simplifies to,

. (7)

Traditional central difference formulas provide
expressions for the velocity and acceleration,

(8)

(9)

where n refers to the nth time step. However, if a
stiffness-proportional term is included in the damp-
ing matrix, 

[C] = α[M] + β[K] (10)

the damping matrix is non-diagonal and the finite-
difference expressions in Eq. 8 and Eq. 9 will result
in a matrix inversion for each time step of the
explicit integration scheme. To avoid matrix inver-
sions, and thus preserve the economy of the explicit
integration scheme, an approximation to the velocity
is used in place of Eq. 8,

. (11)

This expression will result in some accuracy loss
in the integration scheme, which is generally
insignificant for these structures due to the short
time step of the explicit integration scheme.

Combining Eq. 7, Eq. 9, and Eq. 11, yields the
recursion relationship for displacement,
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The application of seismic excitation is most
easily introduced in these equations by specification
of the displacements at the base support points of
the structure. Specified displacements are intro-
duced by assigning identity equations for each speci-
fied support displacement in Eq. 12, yielding,

(13)

where vector {Dg} contains the earthquake ground
motion displacement time histories of the bridge
supports, the terms of which are zero except at the
structure support locations. For the Bay Bridge eval-
uation, the structure is founded directly on bedrock
and the support displacement time histories were
obtained directly from a massively parallel finite-
difference model.16

The equations expressed in Eq. 13 provide the
explicit recursion relationships for update of the
structural model displacements at time step n+1,
based on the displacement vectors at previous time
steps n and n–1. Because of the velocity approxima-
tion which has been invoked, and the fact that the
model mass matrix is always a diagonal due to
lumped mass assumptions, no matrix inversions are
required for the solution of {D}n+1. This explicit inte-
gration is conditionally stable, with the maximum
time step permitted being governed by the Courant
limit for the discretization of the particular bridge
model at hand. The approximation invoked in Eq. 11
does effect the integration stability time step, which
must be accounted for in the selection of the inte-
gration time step.18

For earthquake ground motions, there are two
fundamental differences between the explicit algorithm
defined in Eq. 13 and traditional seismic analyses
methods. In the explicit formulation, ground motion
is defined in terms of ground displacement time
histories rather than acceleration time histories,
and the computed displacement quantities are
absolute displacements rather than displacements
relative to the ground reference frame.

Element Technologies

With careful construction and appropriate valida-
tion, it is often possible to develop an accurate
reduced-order model of a bridge system which captures
the salient features of the dynamics of the system, yet
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results in a significant reduction of the global degrees
of freedom relative to a classical discretization from a
general-purpose finite-element program.

The element technologies developed were aimed
at significantly reducing the number of equations in
the global bridge model. The Courant time step limit
for stability of the explicit integration scheme
depends on the transit time of a stress wave through
the smallest elements in the bridge model, and is
thus a function of the physical dimensions of the
elements in the computational model. To maximize
the integration time step, an additional objective
was to construct element technologies which
resulted in physically large element dimensions.

Tower Flexural Fiber Model. A fiber flexural
element was developed for characterization of the
bridge towers. The element can also be used for
other bridge members which may require a flexural
bending element characterization. The element
incorporates both geometric and material nonlin-
earities. The framework for tracking geometry
changes and initial stress inclusion are common to
the bridge deck truss and cable elements described
in a subsequent section. 

For 3-D bending with finite (large) rotations, rota-
tions are nonvectorial and must be incrementally
updated. The flexure element uses three local
element coordinate systems to track both the finite
displacements and the finite rotations of the beam
segments. Two local coordinate systems rotate and
translate with the principal axes of the beam
element at each end (the x′′ , y′′ , z′′ and x′′′ , y′′′ and
z′′′ axes in Fig. 3), and the third updated Lagrangian
system (x′, y′, z′) extends between the element end
nodes and tracks the overall displacement and rota-
tion of the element. 

A fundamental assumption of the element is that
incremental rotations occurring between equilibrium
iterations in the implicit solution procedure or
between time steps in the explicit dynamic solution,
are small and can be transformed vectorially
between the local coordinate systems. This assump-
tion is easily met for practical problems, particularly
with explicit integration where the time steps are
quite small. The element also assumes the deforma-
tional rotations, for example, the rotations between
the x′, y′, and z′ axes and the x′′ , y′′ , and z′′ axes,
are small.

Engineering Research Development and Technology1-8
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Gross rigid-body rotations and translations are
removed via the updated coordinate systems.
However, to include the initial stress (geometric stiff-
ness) contributions for the flexural element, which is
required for initiating the bridge model, it is neces-
sary to include all nonlinear terms in the strain-
displacement relationships. To ensure efficiency of
the element for linear as well as nonlinear problems,
a cubic displacement field approximation is used for
the transverse displacements of the flexural element.

Inelasticity in the flexure element is accounted for
by division of the cross-section into a number of fiber
zones with uniaxial plasticity defining the normal
stress-strain relationship for each fiber zone, as indi-
cated in Fig. 3. The element stress resultants are
determined by integration of the fiber zone stresses
over the cross section of the flexural element. The
evolution of the yield surface is monitored by track-
ing the center of the yield region, and a stress update
algorithm was implemented to allow accurate inte-
gration of the stress-stress constitutive law for large
strain increments, including full load reversals. 

To ensure path independence of the solution, the
implementation of the plasticity model for the implicit
Newton-Raphson equilibrium iterations uses a path-
independent procedure whereby the element stresses
are always updated from the last fully converged equi-
librium state. The transformation between element
local and global coordinates is accomplished through a
vector transformation of element forces and displace-
ments in which the transformation matrix consists of
the direction cosines of the current updated element
coordinate system. The flexural element matrices in
natural coordinates are given by,17

(14)

×

(15)

where [T] is the transformation matrix of direction
cosines for the x′, y′, and z′ coordinate system, [B] is
the linear strain-displacement matrix, [BG({d})] is
the displacement-dependent strain-displacement
matrix resulting from the nonlinear strain terms, {F}
is the element stress resultants, and is the
element constitutive matrix. 

The second term of Eq. 15 represents the initial
stress contribution to the element stiffness, and with
appropriate mathematical manipulation,17 this
matrix can be written as a function of the current
axial force in the member. 
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For earthquake simulations, the element stiffness
is only necessary for the implicit iterations required
for the model gravity initiation. After gravity initia-
tion, the element internal resisting forces are
computed from Eq. 14 for the explicit integration of
the equations of motion.

The fiber element representation of the cellular
Bay Bridge tower structure was assessed by
comparison with detailed shell-element-based
models of the Bay Bridge towers. For this compari-
son, a detailed shell- and beam-element model was
constructed for the general purpose finite-element
program NIKE3D,19 and a reduced-order fiber model
was constructed for a selected bridge tower, as
shown in Fig. 4. 

The detailed model used shell and beam elements
to represent the massive laced members which
constitute the tower diagonals and struts. The shell
model completely discretized the internal cellular
structure of the tower and included the transverse
stiffening diaphragms. The fiber model uses one
fiber zone for each cell segment in the tower, for
example, the element uses 62 zones at the base of the
tower, as shown in Fig. 4. The reduced-order tower
model contains 126 active global degrees of freedom.

The first six natural modeshapes of the tower, as
computed with detailed and reduced-order models,
are shown in Fig. 4. The tower frequencies observed
by Carder in 1936 are also shown in Fig. 4. Carder
performed vibrational measurements of the Bay
Bridge towers when the tower construction was
completed prior to spinning of the main cables, thus
experimental frequencies were obtained for all four
of the stand-alone towers of the bridge. Carder iden-
tified the first longitudinal and first transverse mode
for each tower.

The reduced-order model provides good estimates
of the tower dynamics, and in light of the potential
errors in the measured response, there is also good
agreement between both of the numerical models
and the experimental data of Carder. The mode-
shapes shown in Fig. 4 exhibit excellent agreement
and the modal periods also exhibit good correlation.

Reduced-Order Deck Model. A truss bridge
deck system can demand an enormous number of
elements with brute force modeling based on shell
and beam elements; an effective reduced-order
model can dramatically reduce computational effort.
The representation of a 3-D discrete lattice truss
structure by an equivalent continuum has seen wide
use in the development of reduced-order
models.3,20,21 For certain bridge deck configura-
tions, beam-like continua models can adequately
characterize the stiffening truss system in the mid-
deck region of the structure. 
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However, the ability of continuum-based models
to capture the effects of complex articulations at the
ends of the stiffening trusses is highly suspect, espe-
cially where individual member forces can vary
significantly depending on the specific connectivity
between the truss joints and the towers and abut-
ments. Accurate continuum representations also
become problematic when the bridge deck system
lacks transverse sway bracing, and the deck is
subjected to severe warping deformation. Complex
warping deformations defy attempts to represent the
deformations with simple beam-like kinematics.
Because of the limitations of continuum-based
representations, a more detailed discrete model for
bridge deck systems was developed. The resulting
model represents a compromise between a highly
efficient but questionably accurate continuum model
of the deck system and a prohibitively expensive,
highly detailed, brute force discrete shell- and beam-
element model of the deck system.

The configuration and connection details in the
two-level deck system of the Bay Bridge made
appropriate reduced-order model construction
particularly challenging. Lacking any transverse
sway bracing between the upper and lower decks
(Fig. 5), forces generated between the upper and

lower part of this structure must be transferred
through bending of the stiffening truss elements in
an inter-deck sway deformation. In the longitudinal
direction, the deck slab-to-stiffening truss connection
occurs through weak axis bending of the deck beams
(Fig. 6), providing an extremely flexible connection
between the deck slabs and the stiffening trusses.
The deck slab systems, consisting of the concrete
slab, deck beams, and stringers, are consequently
weakly coupled to the deck stiffening truss in the
longitudinal direction of the bridge, and the full
membrane stiffnesses of the deck slabs are not acti-
vated by deformation of the stiffening trusses in the
vertical plane. The complex kinematic characteristics
associated with deck cross-section warping of this
particular deck system do not readily lend this system
to accurate characterization with beam-like continua.

The reduced-order model is based on special
discrete elements for the deck system components.
The deck model constituents consist of simple truss
elements for the stiffening truss members, an
orthotropic plane stress element for the deck slab
and girder system, and a sway-stiffness element to
account for the transverse bending of the lateral
frames composed of the deck beams and stiffening
truss vertical posts, as shown in Fig. 5. The active
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global degrees of freedom consist of three transla-
tions at each joint of the deck system. The sway-
stiffness element was implemented to eliminate the
need for any rotational degrees of freedom in the
deck model. The capability of the deck system model
to accommodate geometric nonlinearities associated
with arbitrarily large displacements was included in
the model to accurately capture the effects of poten-
tial large displacements occurring in a long bridge
during earthquake ground motions. 

Depending on the bridge system and the method
by which the model is initialized to achieve the
appropriate gravity configuration, gross model
geometry changes and large model displacements
can also occur during gravity initialization of the
bridge model; and inclusion of geometric nonlineari-
ties is necessary for the model initialization process.

The deck truss element shares common
features with the flexural fiber tower model
element in terms of the methodology for including
geometric nonlinearities, displacement tracking,
and material inelasticity. Similar to the tower
flexure element, the member motions are tracked
with a local element updated Lagrangian coordi-
nate system which translates and rotates through
space with the element. For the static initializa-
tion sequence, it is necessary to include the
geometric component of element stiffness for
some of the truss elements to create a nonsingu-
lar initial global stiffness matrix which allows
equilibrium iterations to initiate. To include the
initial geometric stiffness, the user must provide
as input an initial axial tension in selected
members of the deck stiffening truss system. For
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Figure 6. Deck membrane element. (a) Element degrees of freedom and updated Lagrangian coordinate system; (b) upper and lower
deck in-plane models and equivalent membrane.
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the Bay Bridge configuration, for example, an
initial tension must be input for all of the vertical
posts of the deck trusses.

For some vintage truss members, such as steel
laced members, recent research22 indicated the
inelastic behavior can be controlled by inelastic
buckling of the member or buckling of the plate
connections at the end of the members, and can be
quite complex. For these members, a simple elasto-
plastic model is not an accurate representation of
the complex inelastic buckling behavior. However,
idealized elasto-plastic representation can be appro-
priate for modern bridge members where elements
consist of rolled sections, and connections are based
on sound inelastic design methods. The incorpora-
tion of complex inelastic buckling of vintage laced
members and their connections will be addressed in
future SUSPNDRS developments.

The deck membrane element, which represents
the deck slab, beams, stringers, and any existing in-
plane sway bracing, consists of a four-node, isopara-
metric, orthotropic plane stress element. The poten-
tially large rigid-body displacements of the element
are accounted for with an updated coordinate system
which tracks with the element through space, as
indicated in Fig. 6. The element matrices are based
on a classical four node isoparametric formulation.

Selection of appropriate membrane properties
was a nontrivial problem in the development of the
reduced-order deck model for the Bay Bridge deck
system. Because of the flexible connection between
the deck system and the stiffening trusses (Fig. 6),
there is weak longitudinal coupling between the deck
slab system and the stiffening truss. This significantly
reduces the composite action of the deck slabs and
stiffening trusses. The deck membrane element
requires elastic constants which will characterize the
stress-strain behavior of the deck system.

Because of the complex coupling in the Bay Bridge
deck system, the effective membrane properties
cannot be easily obtained analytically from considera-
tion of first principles. Because of the complex defor-
mations, the equivalent membrane elastic properties
were determined numerically by selective loading of
detailed models of deck segments (Fig. 6). The
detailed deck models shown in Fig. 6 were
constructed to include the weak connection between
the deck system and the stiffening truss chords. The
effective membrane properties are obtained from the
detailed model analysis. For example, the longitudinal
membrane effective elastic modulus is given by,

(16)

where ∆1 is the stretch of the deck system for an
applied load of P. After determining the appropriate
elastic constants, the membrane element contribu-
tion to the element internal resisting forces and
instantaneous stiffness are given by,17

(17)

(18)

where [E] contains the effective material constants
obtained from the detailed deck segment models.
Classical four-point Gaussian quadrature integra-
tion is used for the natural coordinate integration of
the matrices.

The sway-stiffness element accounts for the
lateral sway deformation between the upper and
lower decks which results from flexure of the frame
consisting of the deck beams and stiffening truss
vertical posts. In the deck model the sway stiffness
element is an 8 × 8 stiffness matrix which relates
nodal forces to a measure of the lateral sway defor-
mation of the frame. The sway and truss elements
are shown in Fig. 7. The sway deformation between
the decks is approximated by the summation of
angles γ1 and γ2,

γsway = γ1 + γ2 (19)

where,

(20)

. (21)

The nodal forces associated with sway deforma-
tion can be obtained either analytically or numeri-
cally by analysis of the cross-section frame with the
loading and boundary conditions shown in Fig. 7.
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For elastic behavior of the frame, the nodal forces
associated with sway are given by,

. (22)

Combining Eq. 19 through Eq. 22, and using
overall equilibrium relationships between the nodal
forces in Fig. 7, the sway element stiffness matrix is
given by,

(23)

or,

{q} = [ks]{d} (24)

where . Equation 23 provides the sway
element nodal forces in terms of the nodal displace-
ment quantities. The element matrices in global
coordinates are provided by the transformation
between the element instantaneous updated
Lagrangian system and the global system coordinates,
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. (26)

To evaluate the adequacy of the deck model, a
number of comparisons were made between the
reduced-order deck model and a detailed beam- and
shell-element model of the Bay Bridge deck system.
The first five natural modes of a simply-supported
twenty-bay segment of the Bay Bridge deck, as
computed from detailed and reduced-order models,
are shown in Fig. 8. The mode shapes computed
with the two models exhibit excellent correlation,
and the frequencies are within approximately 10%
for all of the first five modes. The simulations of the
deck segment verified the reduced-order deck model
can adequately capture the deck deformational
modes, and the reduced-order model only necessi-
tates a one-element discretization across the width
of the deck. 

This simple example provides a challenging prob-
lem for the reduced-order model because the
discrete boundary conditions applied at the base of
the deck segment result in modes which exhibit
severe racking and warping of the deck (see mode 5,
for example). In a deck with distributed support,
such as the suspended deck of the bridge, the
important deck modes will be of significantly longer
wavelengths, and the effect of the discrete boundary

 
Tsway[ ] = [T({ d } )]T [ks ][T({ d } )]

 
Qsway[ ] = [T({ d } )]T [ks ]{d }
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conditions will be more localized rather than propa-
gating throughout the entire deck system, as is the
case with the twenty-bay segment.

Bridge Cable Model. The bridge cables are
modeled with a simple tension-only two-force
member. The cable element is essentially identical
to the deck truss element with the exception that the
element coding does not permit compression to
develop in any of the cable elements. If the cable
element attempts to compress, the element stiffness
and residual contributions are neglected in the
implicit solution and the element forces are
neglected in the explicit solution. An initial stress
contribution to the element instantaneous stiffness
is included to render the initial global tangent stiff-
ness matrix of the bridge system nonsingular during
gravity initialization. All of the bridge cable elements
require an initial estimate of the cable tension as
user input; a gross estimate of cable tension proved
to be adequate to initialize the implicit static solution. 

The procedure developed to define the initial
geometry of the cables is based on constraining the
cables by the initial unstretched cable length and
allowing the Newton-Raphson equilibrium iterations
to determine the natural sag geometry and tension
of the cables. With the initial unstretched cable
length of each cable serving as the constraint for the
cable system model, the initial definition of the cable
geometry in the finite-element model can be quite
arbitrary and only affects the number of equilibrium
iterations required to achieve the natural sag. 

A SUSPNDRS program simulation of a simple
sagging cable based on this approach is illustrated
in Fig. 9. The initial geometry in the finite element
model is crudely represented with two prescribed
initially linear segments of cable elements, the total
length of which exactly equals the total unstretched
length of the actual cable. A uniform initial tension
guess is applied as user input to each cable element
for initialization of the initial stress contribution,
and once gravity is applied, full Newton-Raphson
equilibrium iterations achieve the appropriate cable
geometry rapidly within five equilibrium iterations.
The individual cable elements displace through large
rigid-body displacements, and the overall geometry
rapidly progresses to the appropriate hanging cable
geometry. The numerical simulation results precisely
match experimental data for the hanging cable
obtained by Irvine and Sinclair.23 Application of a
point load was also considered after gravity initial-
ization, and the simulation model accurately
computed the deformed shape under gravity plus
point loading, as shown in Fig. 9. 

In the case of the Bay Bridge, the design and
construction objectives included achieving a stress

state in which the chords and diagonals of the stiff-
ening truss were essentially stress free under full
gravity dead load. The vertical posts of the truss
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were thus assumed to be the only gravity stressed
members in the deck truss. This condition was
obtained in field construction by allowing the truss
joints to remain loosely tied together with construc-
tion pins until the deck was entirely supported from
the vertical suspenders, with final riveting of the
joints after the entire deck was suspended. 

As a result of this construction sequence, the
deck stiffening truss did not resist the bridge’s grav-
ity load as a composite structure. This design objec-
tive is common for many lattice deck suspension
bridges. On the Bay Bridge, hydraulic jacking was
also used between the main cables and the cable
saddles atop the towers prior to application of the
deck system to ensure the towers would be straight,
vertical, and free of large shear forces at the
completion of the construction sequence. 

The computational procedure for model initializa-
tion must emulate this construction sequence. To
initialize the bridge model to the appropriate gravity

configuration, an automated procedure was devel-
oped. The procedure (Fig. 10) first analyzes the
main cables and towers under full bridge dead load
to determine the final main cable elevations under
full gravity load (Fig. 10b-c).

In practice, the arbitrary geometry shown in Fig. 10
is not used. Because of the availability of powerful
mesh generators, once the initial unstretched cable
lengths are determined, a subroutine mesh generator
produces an initial bridge model based on a parabolic
approximation of the main cable geometry. For most
bridges, the parabolic approximation provides a
geometry close to the correct shape. Use of a parabolic
geometry is only used for computational expediency;
any initial geometry could actually be used, the only
computational difference being the computational
effort required to achieve the final geometry. The
achievement of the final bridge configuration, starting
with two entirely different initial geometries, is
shown in Fig. 11. The only difference between the
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models is the required number of equilibrium iter-
ations to achieve the final gravity-loaded model.

The parabolic shape is computed such that the main
cables have the appropriate length, and the initial loca-
tions of the deck nodes are determined by dropping to
an elevation corresponding to the unstretched length of
the vertical suspenders. The chord and diagonal

elements of the truss are inactivated for the gravity
initialization, therefore the deck truss will not
contribute stiffness to the model during gravity initial-
ization. In addition, the main cables are allowed to slip
horizontally relative to the tops of the towers, in order
that the towers will be straight and subjected to pure
axial load at the end of gravity initialization. 
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Once the gravity load equilibrium iterations are
complete, precise new element lengths are
computed internally by the SUSPNDRS program and
stored for the chord and diagonal members, so that
they will be exactly unstressed at the gravity load
geometry when the dynamic analysis is initiated. The
gravity deformed shape and tension stress fields
obtained from the static analysis become the initial
condition state for the transient earthquake compu-
tation. Once the appropriate gravity load configura-
tion is achieved, the main cables, which were
allowed to slip relative to the towers under gravity
initialization to keep the towers vertical and absent
of longitudinal shear loads, are slaved to the top of
the towers to provide cable-to-tower connectivity for
the transient response analysis. 

The model developed for half of the Bay Bridge
geometry, based on this procedure, is shown in Fig. 11.
This model initialization procedure ensures that the
bridge computational model will have the correct as-
built bridge geometry.

Deck and Caisson Contact Models. Bridge deck
systems typically contain a number of structural
discontinuities at interior expansion joints and at abut-
ments to accommodate thermal deformations. These
discontinuities can have a pronounced influence on the
dynamic response of the bridge system and can result
in significant dynamic impact between disjoint bridge
segments. Observational measurements of the earth-
quake response of bridges have indicated the occur-
rence of large accelerations and inter-segment forces
as a result of impact of adjacent bridge segments.24

In addition to deck segment impact, during seis-
mic motions, bridge foundations can potentially be
subjected to rocking and uplift, with multiple occur-
rences of impact. For the Bay Bridge, the towers are
placed on large caissons which rest on bedrock, the
caissons are unanchored to the bedrock, and the
potential exists for rocking and uplift of the caissons
under strong ground motion. Foundation rocking can
significantly affect the superstructure response to
earthquake ground motions21 and should be
accounted for in an accurate numerical simulation. 

To simulate deck impact and foundation rocking,
a simple node-to-node contact element was devel-
oped for the SUSPNDRS program which allows two
nodes to close within a specified stand-off distance
before node-to-node contact occurs. The element
also admits tensile forces to develop between the
nodes as the nodes separate to allow representation
of displacement-limiting structural details which can
prohibit large separation of two bridge segments.
For the Bay Bridge, the main suspended spans are
connected to the towers and central anchorage cais-
son with a slip joint that couples the deck to the
tower or caisson in the transverse direction, but
allows limited longitudinal motion once static fric-
tion of the joint is overcome, as shown in Fig. 12.
This construction detail can be compressive when
the deck moves into the caisson or tensile when the
deck pulls away from the caisson.

In the node-to-node contact element, the nodal
force contributions are generated vectorially and
translated into the global bridge geometry based on
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the current deformed shape of the bridge system.
The contact forces are given by,

(27)

where,

ψC(d2, d1, δC) ≡ 1.0 when ((d1 - d2) - δC) >0 and
ψC(d2, d1, δC) ≡ 0 when ((d1 - d2) - δC) ≤0, ψT(d2,
d1, δT) ≡ 1.0 when ((d2 – d1) - δT) >0 and ψT(d2, d1,
δT) ≡ 0 when ((d2 – d1) - δT) ≤0.

The nodal contact forces are assumed directed
collinear along the line defined by the two contact
nodes (Node I and Node J in Fig. 12) and can be
transformed to global coordinates based on the
direction cosines of the line segment. 

With explicit time integration, the numerical values
of the effective contact stiffnesses KT and KC must be
selected in a way which does not result in a reduction
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of the Courant time step, or alternatively, the Courant
time step must be decreased to reflect the added stiff-
ness to the system when contact occurs. Numerical
experimentation has indicated that if the contact stiff-
nesses are selected such that they are of the same
order as the stiffness of the structural elements which
couple to the point of contact, the interface stiffness
will not adversely affect the integration time step.
Based on this, upper-bound limiting values for the
interface stiffnesses have been used in the SUSPN-
DRS contact elements.

Impact between bridge segments or foundation
rocking with impact can result in sudden large
nonlinearities in the bridge system model.
Rigorous representation of impact phenomena
presents a computationally difficult problem, and
based on the authors’ experience with implicit
time-integration finite-element programs, the seis-
mic analysis of bridges with multiple impacting
segments can be quite difficult with many equilib-
rium iterations and potential converge failure for
each severe impact event. At best, multiple
impacts significantly detract from the efficiency of
implicit time-integration schemes. 
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Explicit time-integration, on the other hand, is
particularly adept at accurately tracking impact
events, with essentially no detriment to the 

algorithm efficiency when impact occurs. This was
one of the primary motivators for including explicit
integration in the SUSPNDRS program. 
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An example of computed deck-tower impact with
the SUSPNDRS program is shown in Fig. 13. A
twenty-segment length of bridge deck is given an
initial applied displacement pulse by moving the top
of the suspension cables with a prescribed 0.75-m
displacement over 6 s. This support motion imparts
an initial swinging motion into the deck segment.
The deck segment is moved away from the tower,
and as the segment swings back freely toward the
tower, impact occurs between the deck segment and
the tower. A stand-off distance is included in the
contact element which represents the physical width
of the tower at the location of the bridge deck, so
the model will initiate impact at the correct physical
location in space.

When the deck segment impacts the tower, large
compressive forces are developed in the deck and
stiffening truss elements, and a compressive wave
propagates down the deck system. During the
impact, the relatively flexible deck is in contact with
the tower for a finite length of time, generating large
contact forces, and when the deck swings back away
from the tower, a propagating release wave is gener-
ated as the stresses in the deck slab and stiffening
truss system are suddenly relieved. The simulation
shown in Fig. 13 was carried out through three
successive impacts as the deck swung back and
forth. The significance of the impact phenomenon on
the deck dynamics can be seen by comparing the
deck displacements for the cases in which impact is
included and neglected, respectively (Fig. 13a). The
impacts significantly change the displacements of
the deck segment as the flexible deck system essen-
tially bounces off of the stiff tower three times. 

The simulation was performed for an undamped
system, and the explicit integration algorithm accu-
rately tracked the impacts and the impact-generated
waves. Computer animations of the impact
sequences indicated that the waves generated with
each impact continued to travel back and forth
across the deck without dissipation for as long as
the simulation was continued.

The explicit time integration scheme implemented
in the SUSPNDRS program has no difficulties track-
ing the sequence of impacts and modeling the wave
propagation up and down the deck segment.

Global Model Dynamics and Transient
Earthquake Response 

Once the bridge model geometry is appropriately
initialized under gravity loading, eigenvalue analyses
can be performed to determine the natural mode-
shapes and the transient response to earthquake

ground motion can be computed. For one span of
the San Francisco-Oakland Bay Bridge, selected
computed natural modes are shown in Fig. 14a. The
fundamental mode of the model consists of trans-
verse motion of the main span and this concurs with
the fundamental mode observation made by Carder
in 1936. The computed modal period also agrees
well with the observation of Carder. 

The range of period values from the computed
model reflect different assumptions of connectivity
between the deck and tower with the lower period
corresponding to an assumption of a locked expansion
connection at the deck-tower interface and the higher
value corresponding to a completely free connection.

A major objective of the research was to
develop understanding of the response of long-
span bridges to near-field ground motions. The
companion paper discusses in some detail the
relationship between the near-field ground
motions and transient bridge response.16

As an example of the potential effects of near field
motions, the response of the bridge segment to 80 s
of earthquake ground motion is shown in Fig. 14b.
The ground motions indicated included a large long-
period displacement pulse and permanent ground
displacement which result at the Bay Bridge site due
to a M = 7 Hayward fault earthquake (see Fig. 1).
The exaggerated bridge displacements indicate that
when the large displacement pulse occurs, the flexi-
ble deck cannot react as fast as the stiff towers and
lags behind, as the towers begin to return in the
opposite direction, the deck has finally begun to
respond and essentially flings through the towers in
the opposite direction. This type of motion can
impart tremendous energy into the bridge system
right at the initiation of the earthquake motions, and
is not unlike the near field phenomenon described for
buildings by Hall et al.25,26

Conclusions

A new nonlinear computational tool has been
developed for numerically simulating the earthquake
response of suspension bridges. The resulting finite-
element model incorporates geometric nonlineari-
ties due to large displacements, potential contact
and impact between disjoint bridge segments, rock-
ing foundation uplift, and material nonlinearities due
to steel plasticity. 

The system solution algorithms use a combina-
tion implicit-explicit solution scheme to achieve
appropriate nonlinear static initialization and
nonlinear transient analysis of the bridge system.
The model relies on reduced-order characterizations
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of the bridge components to minimize the number of
equations in the bridge system model and to ensure
element physical dimensions will be large, thus maxi-
mizing the time step for the conditionally stable explicit
solution algorithm.

The robust nature of the explicit time-integration
scheme provides a numerical solution framework
ideally suited to the transient analysis of a system
with severe nonlinearities and to ultimate collapse
simulations. This framework will readily accommo-
date and exploit new characterizations of complex
individual member nonlinearities (such as laced
members and structural joint nonlinearities and
joint failures) as the information becomes available
from experimental research. 
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Introduction

Realistic and accurate simulation of the seismic
response of long-span bridges presents a significant
technical challenge. The generation of broad-band,
spatially varying ground motion is a difficult seismo-
logical and geotechnical problem, particularly for
bridges located near a causative fault where long-
period near-field effects may dominate the ground
motion hazard for flexible structures. Accurate
simulation of the transient dynamic response of
large bridges also presents the structural engineer
with a significant challenge. Nonlinear response
simulations are computationally intensive for long-
span bridges due to the size of the structural
systems. If significant nonlinearities are prevalent in
the structural system, such as geometric nonlineari-
ties associated with large displacements, material
nonlinearities due to members yielding or buckling
or strong nonlinearities due to impact at expansion
connections or rocking foundations, the computa-
tional requirements for general purpose finite-
element codes may be prohibitive. 

A multidisciplinary research and development
project conducted by the University of California at
Berkeley and the Lawrence Livermore National

Laboratory is investigating both earthquake ground
motion and structural response issues for long-span
bridges. The research is developing a new massively
parallel linear finite-difference computer program
for modeling earthquake wave propagation in
bedrock on a regional basis.1 A special purpose
finite-element program has also been developed for
simulating the nonlinear response of cable-
supported bridges.2 This program exploits the
special characteristics of cable-supported bridges to
arrive at an efficient and economical simulation
model for nonlinear time history analyses. 

These tools are being applied in a case study to an
important bridge on the West Coast of the US. The
San Francisco-Oakland Bay Bridge is located in
California, crossing the San Francisco Bay and
connecting the cities of San Francisco and Oakland
(Fig. 1). The bridge was completed and opened to
traffic in 1936. Currently, the bridge carries an aver-
age of more than 280,000 vehicles per day and is one
of the busiest major bridges in the US. The bridge
consists of two steel suspension bridges in tandem
on the western crossing of the bridge, and a series of
cantilever and simply-supported truss spans on the
eastern crossing. The bridge has two decks, each
deck with five car lanes. During the 1989 Loma
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We have developed new methodologies and computational tools for simulating earthquake ground
motions and the seismic response of cable-supported bridges. The simulation tools are described and
an example application for an important long-span suspension bridge is demonstrated. The applica-
tion portion of the study has particular focus on the potential damaging effects of long period
displacement pulses and permanent ground displacements which can occur when a bridge is located
in the near-field of a major earthquake fault. 
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Prieta earthquake, a 15-m-long segment of the east-
ern crossing bridge deck collapsed, causing closure
of the bridge for one month. Since the Loma Prieta
earthquake, this bridge system has been the subject
of a number of research and design studies
supported by the California Department of
Transportation. This bridge was selected for the
current study because the bridge and surrounding
seismic setting embody all of the important issues
related to long-span bridge response. The bridge is
also a key transportation link for the San Francisco
Bay Area and additional insight into the seismic
response adds information to the knowledge base
for this critical structure.

Progress

Ground Motion Modeling

Ground motion synthetics for long-span bridges
must include waveform information across a
frequency range which encompasses the characteris-
tic frequencies of the structure. In long-span cable
bridge structures, this can represent a very broad
frequency range since the long wavelength modes of

the deck system can exhibit very low frequencies
(0.1 to 0.05 Hz) relative to the vibrational frequen-
cies of the bridge towers (5 to 8 Hz). Historically,
very long period motions have not been accounted
for in seismic hazard characterizations because of a
lack of understanding of ground motion phenomenol-
ogy and the unknown existence of long-period
ground motion pulses. In the last few years, with
additional insight gained by a handful of near-field
ground motion measurements, the importance of
long-period motions have become clear. Analytical
and numerical studies of wave radiation patterns
have confirmed the potential for large, long-period
ground displacement pulses and significant perma-
nent ground displacements in the near field. Ground
motion observations obtained from the 1992
Landers, California earthquake in particular have
provided insight into these important issues, with
observations of large, long-period displacement
pulses near the fault.3 However, the paucity of near-
field strong motion measurements leaves significant
uncertainty regarding the precise waveforms of
near-field motions. Seismologists must rely on
analytical and numerical methods to provide engi-
neers with estimates of the near-field wave forms.
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Figure 1. The San Francisco-Oakland Bay Bridge and local faulting. (a) Eastern and western crossings and fault locations; (b) computed
regional wave propagation for an M = 7 Hayward fault earthquake.
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The ground motion estimates completed for this
study were generated using forward computations
with physics-based models. To capture the required
broad-band motion two approaches were used. The
high-frequency components of motion were deter-
mined based on a Green’s function approach in which
small micro-earthquakes occurring along the Hayward

fault were measured over a period of time with sensi-
tive seismic sensors in bedrock (Fig. 2a) at the Bay
Bridge site. The small earthquakes serve as empirical
Green’s functions which incorporate information about
the complex path and site response characteristics as
seismic waves emanate from a “patch” on the fault to
the site of the structure in question. 
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By appropriately summing up the sources for
the entire fault region through a convolution
process, the site motion for a large earthquake
can be estimated.4,5 The small micro-earthquakes
which are recorded to construct the empirical
Green’s functions are deficient in long-period
information because the small events do not
generate significant energy at long wavelengths.
Research studies have indicated that the Green’s
functions can resolve motions down to approxi-
mately 1 Hz, with lower frequency motions being
in the signal noise.

To develop understanding of the long-period
motions which could occur at the bridge site, and
to augment the high-frequency motions from the
Green’s function method, a massively parallel
finite-difference model was constructed for the
Bay Area region. This model consisted of 50 × 106

regular finite-difference zones of 1/4 km dimen-
sions. The existing geologic database does not
provide sufficient spatial detail on the inhomo-
geneities in the earth to warrant any finer
discretization of the geology. 

This lack of geology definition on a fine scale
results in a frequency limitation in the simula-
tion as higher frequency wave components of
motion are scattered by the inhomogeneities
which cannot be characterized in the model. As
a result, the numerical simulations provide
information at frequencies of approximately
1 Hz and lower. The complete synthetic broad-
band characterization of site ground motions is
obtained by a frequency domain merging of the
high-frequency motions obtained from the
empirical Green’s functions method with the
low-frequency motions obtained from the
massively parallel simulations. 

The specific manner in which the fault rupture
evolves during an earthquake has a large effect on
the ground motions at a specific site. Since the
precise manner in which the fault ruptures is not
known a priori, a number of potential fault rupture
scenarios must be investigated when developing
the hazard for a particular site. Recent research
indicates that on the order of 25 to 30 rupture
scenarios should be examined to capture the vari-
ability of the fault rupture process. Figure 2
shows example synthetic ground motions at the
Bay Bridge site for one particular rupture scenario
for an M = 7 Hayward fault earthquake. This
particular rupture scenario, which corresponds to
a bilateral rupture propagation on the Hayward
fault with rupture initiating adjacent to the Bay
Bridge, results in a particularly large ground
displacement pulse at the bridge site. 

Structural Modeling

The San Francisco-Oakland Bay Bridge consists
of two segments: the West Bay Crossing, which is
the subject of this study, connecting the city of San
Francisco with Yerba Buena Island, and the East
Bay Crossing, which connects Yerba Buena Island
with the city of Oakland (Fig. 1). The West Bay
Crossing consists of twin suspension bridges in
tandem connected to a central anchorage pier. The
central anchorage pier was specially designed to
resist the unbalanced live load of the suspension
cables of the two suspension bridges. The founda-
tion system chosen for the bridge was open cais-
sons, which include the central anchorage caisson
and the caissons which support each tower. The
caissons were placed directly on bedrock and rely
entirely on self weight to maintain contact with the
bedrock. There is no positive anchorage system to
resist uplift of the caissons. The San Francisco
anchorage consists of a concrete block supported
on bedrock and the Yerba Buena anchorage
consists of a cable bent and eye-bar chains buried
in two reinforced concrete filled tunnels.

The steel towers are attached to the piers by
40 anchor bolts connected to steel girders deep in
the concrete piers. The suspension bridge towers
consist of two multi-cell legs braced to each other
with diagonal elements and struts. The tower legs
are silicon high-strength steel while the diagonals
and struts are mild carbon steel. Each of the main
cables are attached to the tower tops with a
single cast steel saddle. The main cables consist
of 37 strands with each strand having 472 wires,
each wire having a diameter of 5 mm. The deck
stiffening trusses are Warren type trusses with
the individual truss members constructed with
laced steel members. The ends of the stiffening
trusses are supported on rocker posts. The rocker
posts provide transverse restraint but permit
longitudinal movement of the stiffening trusses to
accommodate thermal expansion and contraction.
Expansion joint connections limit longitudinal
motion of the trusses to approximately 36 cm
outward and 25 cm inward.

In this research, a special purpose nonlinear
finite-element program, SUSPNDRS, has been
developed for the transient nonlinear analysis of
cable bridge structures. The program uses special
element technologies which were developed to
significantly reduce the number of degrees of free-
dom required to accurately characterize a cable
bridge system. The program includes capabilities
for both geometric and material nonlinearities. The
program accounts for finite displacements in the
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bridge system and uses an updated Lagrangian
framework for each structural element in which a
local element coordinate system tracks with the
element through space and time to remove gross
rigid body displacements.

The five major components of the bridge model
are illustrated in Fig. 3, and the details of the bridge
model element technologies are provided in the
referenced report.2

One of the objectives of the simulation model devel-
opment was the construction of a transient solution
framework which could handle a multiplicity of strong
nonlinearities, including the abrupt and strong nonlin-
earities associated with impact and contact in the
bridge system. The solution algorithm which was
developed consists of a hybrid implicit-explicit algo-
rithm whereby the initial static state of the bridge
under gravity load is determined based on an implicit
solution with Newton equilibrium iterations. A static
load initialization procedure has been developed which
allows the SUSPNDRS program to compute the correct

static geometry and element forces starting with any
arbitrary initial geometry definition of the bridge
cables and deck.2 Once the appropriate gravity config-
uration is achieved, transient earthquake analysis is
carried out with an explicit, central difference-based
time-integration scheme. The explicit scheme is
particularly powerful, and has significant advantages
over implicit time-integration schemes traditionally
used in earthquake computations, when modeling the
impact and contact associated with caisson rocking or
deck-to-tower or deck-to-caisson impacts. Rigorous
modeling of contact phenomenon can lead to signifi-
cantly increased computational effort, or complete
lack of appropriate convergence in implicit integration
schemes, whereas the efficiency of explicit schemes is
not adversely effected by contact. 

In the explicit scheme, the bridge equations of
motion are formulated in terms of absolute displace-
ments rather than the displacements relative to the
ground and the specification of multiple support input
motions is trivially simple. 
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Figure 3. Components of the bridge system model.
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Simulated Earthquake Response

The large ground displacement pulse in the
synthetic earthquake records (Fig. 2) has a total
time duration on the order of 5 s. For stiff struc-
tures, which exhibit natural periods of vibration
significantly shorter than 5 s, the structure would
have minimal dynamic response to this long duration

pulse and would move essentially as a rigid body
with the ground motion. For long-period flexible
structures, on the other hand, this long-period pulse
can significantly excite the lower frequency modes of
vibration, providing a significant dynamic impulse to
the structure.  

The fundamental vibrational mode of one of the
Bay Bridge suspension segments consists of
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transverse vibration of the main span. Based on
field measurements completed in 1936, and
natural mode computations from the current
study, the fundamental mode has a period of
approximately 9 to 10 s. Thus the ground motion
pulse duration is almost exactly one-half the
natural period of the bridge. The result is that the
ground displacement pulse imparts tremendous
energy to the Bay Bridge system at the start of
the earthquake motions. Animation of the bridge
response indicates that the towers of the bridge
move with the ground, while the mainspan deck
can’t respond fast enough due to its large mass
and flexibility and it essentially lags behind the
towers. As the deck finally starts to move to catch
up with the displaced towers, the tower motion has
reversed direction and started to move with the
ground displacement pulse in the opposite direction
(Fig. 4). The result is that the main span deck is
essentially flung between the towers in sling shot
fashion, with a large transverse displacement and
corresponding high stresses in the deck system.

An assessment of the member forces for this
earthquake loading indicated that a large number of
main load-bearing members would be significantly
overstressed. The deck beams, which connect the
deck slabs to the stiffening trusses, would be partic-
ularly susceptible to damage from the deformations
associated with the deck fling.

Conclusions

Two new computational tools have been devel-
oped for simulating earthquake ground motions and

the response of long-span cable bridges. These tools
are shedding light on the nature of near-field ground
motions, including long-period and permanent
displacements which can occur in the near-field, and
the damaging effects these motions can have on
flexible, long period structures.
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ignal Processing for Evaluation and Update
of Simulation Models in Structural Analysis
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Introduction

The design of engineering systems has traditionally
resulted from a mix of theory, empiricism, and experi-
ence based on historical performance. With the
advent of high-performance computers and massively
parallel computations, the hope is that simulations
based on first principles will play an even more
commanding role in the engineering process.
However, for this to come about, it is essential that
large-scale simulation models yield demonstrably
accurate results for the particular problem type under
study. The ability to validate computational models,
based on a rigorous comparison between the actual
measured system response and the simulated
response, is a requisite to building confidence toward
a simulation-dominated engineering process.

Progress

Objectives

Our project is concerned with the evaluation and
validation of computational structural models. The
methodology under development relies on model-
based signal processing to compare simulations with
measured structural response. The signal processing

algorithms are intended to determine the degree to
which the simulation model represents the actual
behavior of the structure, and to provide guidance on
how the simulation model could be improved. In addi-
tion, the signal processing can sense changes in the
structural system, which offers the potential for
establishing an approach for damage detection in
large structural systems.

There are important programmatic applications
which could immediately benefit from the ability to
reconcile simulation models with actual measured
structural response. These applications span a
range of structural types and loading regimes
including the rather violent vibrational response of
reentry vehicles in missile flight tests, the small
amplitude ambient vibrations of optical components
and structures for the National Ignition Facility
(NIF), and the vibrations and transient response of
large transportation structures to earthquake
ground motions (Fig. 1). 

In year one of this study, the framework for
model-based signal processing has been established
and the ability of the signal processing to sense
differences between a simulated and a measured
structure has been studied parametrically. We have
also investigated the degree to which model-based
signal processing can identify the regions of the
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We are developing a methodology that uses model-based signal processing to compare simulations of
structural responses with measured data. The work completed to date indicates that the model-based
signal processing can readily identify significant differences between a simulation model and an actual
measured structure. The signal processing algorithms can also be used to detect changes in a structure
associated with damage in the system. The appropriate placement of sensors in under-observed systems
is critical and sensor locations should be based on as much structural insight as possible.
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structural model which are deficient and the ability
of the signal processing to provide guidance on how
to update the computational model to enhance accu-
racy. The important questions of observability and
how many sensors are required to provide adequate
measurements have also been addressed.

Model-Based Signal Processing

The signal processing methodology under devel-
opment follows the procedure outlined in Fig. 2. The
essential inputs to the signal processing include the
matrices which result from the finite-element struc-
tural simulation model, including mass [M], damp-
ing [C], and stiffness [K] matrices, and the

measured response of the structure for a given load-
ing. Ideally, the structure should be subjected to
carefully controlled white noise type of excitation for
the initial model identification process so that the
input forcing function is precisely known and a wide
range of vibrational modes are excited.

The model-based signal processor uses the finite-
element-generated system matrices as a starting
point and constructs a simulator of the system based
on a state-space first-order equation system charac-
terization of the second-order finite-element equa-
tions of motion. A Kalman filter-based residual white-
ness test is used to detect any divergence between
the simulation model and the actual structure
response. A Gauss-Newton search routine minimizes
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Figure 1. Applications
of model-based signal
processing. 
(a) Understanding
complex fluid-struc-
ture iteration in flight
dynamics, including
model validation and
appropriate data
reduction; (b) validat-
ing design model
simulations and
understanding ambi-
ent vibrations for NIF;
(c) validating simula-
tion models for
massive transporta-
tion structures and
developing damage
detection capabilities.
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the differences between the simulation model and the
measured structure in a least squares sense. The
minimization process results in system identification
in which optimal structural model parameters are
identified. These optimal parameters (indicated by
the updated system matrices in Fig. 2), can be
passed back to the finite-element model for parame-
ter update. The signal processing also provides a
methodology for damage detection in that changes in
the structure which are associated with damage can
be sensed once the virgin, undamaged structure is
appropriately identified.

The signal processing procedure which has been
developed has been studied parametrically by extensive
investigation of a simple dynamic structural system,
a five-story building model, as shown in Fig. 3. The
utility of this example is that with appropriate ideal-
ization of the member section properties, the
number of degrees of freedom in the model can be

easily varied from as low as 5, to as high as 500, with
maintenance of the same basic system dynamics.
The equations of motion can also be readily written
down analytically as shown in Fig. 3. This allows
issues of observability and scaling of the signal
processor to be readily investigated. 

This simple example was used in paper studies to
evaluate the ability of the signal processing to detect
divergence between simulated and real structures
and to identify appropriate model parameter modifi-
cations. To achieve this, a finite-element model was
constructed for the structure, and a perturbed finite-
element model was constructed to represent the
“real” structure. For example, one perturbation
might consist of modifying all stiffnesses of the
structure by a significant margin. Another might
consist of modifying selected segments of the struc-
ture in a local fashion. The signal processing algorithm
was then called upon to identify differences between
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M[ ] ẋ̇{ } C[ ] ẋ{ } K[ ] x{ }+ + f t( ){ }=

ˆ
ˆ
ˆ

Figure 2. Model-based
signal processing for
evaluation and
update of simulation
models.



Center for Complex Distributed Systems

the simulated and “real” structures and to identify
structural parameter updates for the simulation model.

These studies were carried out in blind fashion,
whereby the mechanical engineering team members
constructed the simulated model and the data from
the measured “real” structure and passed this infor-
mation to the electrical engineers responsible for
the signal processing. Thus the signal processors
were dealing with two sets of information with no
prior knowledge of the structural perturbations. 

For the simple baseline system with 5 degrees of
freedom fully observed, the signal processing algo-
rithms readily identified the differences between the

simulated and “real” structure, and provided the
appropriate parameters for the model update, as
illustrated with a subset of examples in Fig. 4. For
this analysis the response of the model was simu-
lated for a white noise forcing function applied at
the top of the structure, and the “measured”
response of the “real” structure was also computed
with a perturbed model for the same white noise
forcing function. 

For a fully observable system (for example, the
acceleration response of all five floors was assumed
measured), the signal processing was found to be
very robust, and could accurately ascertain that the
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Ḋ̇5 t

C11 C12 C13 C14 C15

C21 C22 C23 C24 C25

C31 C32 C33 C34 C35

C41 C42 C43 C44 C45

C51 C52 C53 C54 C55
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model and “real” structure were different, as well as
identify the correct distribution of the stiffness in the
“real” structure. 

It should be noted that the differences between
the simulated and “real” structure in Fig. 4 could
equally well be interpreted as the differences
between an undamaged structure (the modeled
structure) and a damaged structure (the “real”
structure). Thus, if one can ascertain that two struc-
tures are different and how they are different,
damage detection is enabled.

In actual large structures, full observability (for
example, every point in the actual structure corre-
sponding to a degree of freedom in the finite-element
model is measured), is a condition which will rarely
if ever be achieved. Because of typical limitations in
the number of sensors and the amount of data which
can be measured practically, almost any real system
will be significantly under-observed. 

The potential impact of low observability has also
been investigated with the simple shear building
model. For this investigation, the dimension of the
model was increased to 10 degrees of freedom with
appropriate master-slaving of the active degrees of
freedom. The ability of the signal processing algorithm

to correctly identify the structure with a reduced set
of observations was investigated for a number of
different observation schemes. For this analysis the
perturbation to provide the “real” structure was as
indicated in Fig. 5. This perturbation represented a
significant and complex change from the original
structure. With all 10 degrees of freedom observed
the mean error in the identified stiffness parame-
ters was 1.2 × 10–9%, which verifies that precise
identification is achieved for a fully observed
system. The mean error in the system identification
for various under-observed scenarios is summa-
rized in Fig. 5. 

In Fig. 5 the cross-hatched box indicates a floor
at which translation was “measured” and a hollow
box indicates a floor at which translation was not
measured. These results indicate that the accuracy
of the signal processing identification tends to be
significantly lower if measurements are not made for
the top two stories of the building. This is correlated
to the fact that the fourth and fifth stories have the
most significant change in stiffness and, if there is
not a local sensor measurement to capture the
dynamics of this softening region, the system identi-
fication can miss these significant changes. 
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Perhaps just as significant is the observation that
if the top floor alone is measured (such as with only
one observation), the system identification still does
a reasonable job of parameter estimation. These
observations underscore the need to have adequate
measurements in the regions of the structure for
which a high degree of uncertainty is anticipated or,
alternatively, regions where damage to the structure
might be anticipated.

Future Work

The second year of this project will investigate
applications for some real structures, in which real-
world issues associated with noisy data come into
play. The focus will also include scaling up the exist-
ing signal processing algorithms to attack much
larger structures.
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Introduction

During the past several years there has been
research into the controllability of various insects by
external stimuli such as electrical pulses to their
antennae area. Prof. I. Shimoyama started the work
at the Tokyo University in Japan. In the U.S., Prof.
S. Crary, a physicist at the University of Michigan,
conducted pioneering work. More recently there
have been over 30 projects of this type funded by the
Defense Sciences Office of DARPA. The scope of the
DARPA projects includes: the response of the
animals to stimuli, animal experiments, animal
models and the development of low power, light
weight controlling circuits and sensors. For the past
year, we have been developing wireless circuits for
the control of the Madagascan Hissing Cockroach
with the intention of using them as distributed
sensors or possibly in search and rescue missions.

Progress

We decided to experiment with the Madagascan
Hissing Cockroach following the advice of Prof. Crary of
the University of Michigan and Dr. M. Willis, an ento-
mologist at the Arizona Research Laboratory,
Division of Neurobiology, University of Arizona. Both
Crary and Willis are being funded by DARPA to study
the neural control of flight steering in the Manduca
sexta moth. 

The Madagascan cockroach is a robust animal,
easy to work with. These animals are often used as
displays in grammar and high school biology
classes. The name hissing comes from the hissing
noise they make when annoyed. They generate the
noise by expelling air from their abdomens. The
Carolina Biological Supply Co. in North Carolina
sells them but they cannot be shipped into
California. We found cockroach colonies at the
University of California at Davis and at the Clorox
Co. in Oakland; the managers of these facilities were
ready to give us animals to experiment with. Instead,
we purchased three adult female cockroaches from a
pet store for $5 each. We kept them in a suitable
container and fed them dried dog food, bread,
lettuce and water. They remain quite active even
after six months of experiments.

In our experiments, we attempted to steer the
Madagascan cockroach by the use of two LED light
sources mounted on either side of the cockroach’s head.
Fig. 1 is a photograph of the electronics components.
The larger circuit board on the left contains the left and
right button and the transmitter electronics. The smaller
circuit board on the right contains the receiver circuit
and is mounted on the animal’s back. We used transmit-
ters/receivers from RF Monolithics and microcontrollers
from Microchip Technology to remotely activate one or
the other of the LEDs. The transmitter/receiver operates
at a frequency of 916.5 MHz. The circuit was designed
so that if a 1-kHz signal was received by the receiver
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on the animal’s back, the left LED would light, but if a
3-kHz signal was received the right LED would light.
The entire backpack on the animal, including the 3-V
battery weighs 5 g. The cockroach weighs 7 g and is
capable of carrying over 100 g. Fig. 2 is a photo-
graph of this configuration of a cockroach with the
installed electronic backpack and two LEDs. These
animals are nocturnal and the thought was that they
have an aversion to light and would turn in a direc-
tion away from any light source.

In actual tests, we did see a tendency for the animal
to turn away from the light source. However, this was
observed once the animal was in forward motion.
Often we had to resort to extra effort to get the animal
moving (such as a slight nudge from behind). In addi-
tion, the turns in response to the light signals tended
to be rather gradual. We did not see any right angle
turns. Also, of the three animals we had in captivity,
one was especially responsive while the other two
showed little interest in our experiments.

Future Work

We demonstrated the ability of the Madagascan
cockroach to carry wireless, battery powered
circuits on their backs. They certainly have enough
carrying capacity to add an environmental sensor

to the transmitter/receiver package we used. The
cost of this electronics is not high, just a few
dollars. We concluded from our work that best
scenario would be to outfit hundreds of these
animals with such electronic backpacks and then
let them wander on their own, sending back infor-
mation on the environment, without attempting to
steer them.
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Figure 1. Photograph of electronics system used to steer cockroach.

Figure 2. Photograph of cockroach with installed electronic
backpack and two LEDs.
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Introduction

The design and analysis of large structural systems
has become increasingly reliant on computational
simulation. As the speed of computational engines
increases, computer memories grow, and massively
parallel simulations become commonplace, the trend
toward reliance on simulations will continue and
likely become even more pervasive. With the increase
in fidelity of simulation models, there are great expec-
tations that simulations will provide improved under-
standing and insight into the way in which structures
respond to various loading conditions. However, in
many respects our ability to discretize and compute
has significantly outpaced our ability to test and verify
our computational models. There is a pressing need
to ensure that the ever larger models which are being
constructed are actually representative of the struc-
ture being simulated.

There are two topical areas which necessitate
research and development attention to address the
growing model validation deficit. 

The first area deals with the need for expedient
collection of response data from large, distributed struc-
tures. Traditional wired sensor and data acquisition
systems are not capable of practical monitoring for very
large structures. Recent experience with wired system
monitoring of large structures (Fig. 1) has shown that

the placement and continuous data collection tasks will
be intractable for structures like a large applied physics
facility on the scale of the National Ignition Facility (NIF)
at Lawrence Livermore National Laboratory (LLNL) or
a transportation structure of the size of the Bay Bridge
(Fig. 2). For example, LLNL engineers recently
performed field experimental testing of the famous
Bixby Creek Bridge near Carmel, California (Fig. 1), and
that experience was found to stretch the application of
wired data acquisition systems to the limit.

The second topical area deals with the processing
of measured response data once the data is
obtained. There is an immediate need to develop
robust algorithms which rigorously compare simu-
lated system response and actual measured system
response, quantify limitations and shortcomings of
the simulation model, and prescribe appropriate
perturbations to the simulation model.

The project described here dealt with the problem
of monitoring large structural systems. A companion
article in this report deals with the second issue of
data processing and model update.

Progress

Our focus was the development of a wireless
instrumentation system which can be used to
monitor very large structural systems. The overall
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We have developed a new instrumentation system for the remote monitoring of structures. A key
element of the system, which enables practical application to large structures, is a wireless commu-
nication capability, allowing remote contacting of the system to provide commands and to retrieve
measured data. The application of this system to vibration monitoring has demonstrated the utility of
such a system and has provided the opportunity for optimization and fine tuning of the system design.
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strategy was to construct the most economical
system with readily available, commercial off-the-
shelf components. The specifications for this
system included:

1. capability for remote access to allow adjustment
and setting of system parameters and down-
loading of data;

2. incorporation of sensors, amplifiers and
sampling rate which would allow selectable

data acquisition over a large amplitude range
(such as ambient vibrations to strong earth-
quake motions) and a broad frequency band
(from 15-Hz modal vibrations typical of stiff NIF
structures, to 0.1 to 0.2 Hz vibrations of a long-
span bridge); and

3. capability for accurate time keeping so that all
measurements can be referenced to a precise
time scale.
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In addition to these basic functions, the intent
was to develop a modular system so that the various
options could be mixed and matched to most
economically suit a specific application. The project
included the design of the overall system, construction
and testing of a prototype system and a field appli-
cation of the prototype system at the NIF construc-
tion site. A corollary objective was to provide data
for validation of the NIF vibrational design criteria. 

The ultimate objective of the instrumentation
system is to allow placement of an array of sensor
clusters around a distributed structure, such that

the local sensor clusters are wired to individual data
acquisition systems and each data acquisition
system can be remotely accessed for data download,
as indicated in Fig. 2. This pattern of instrumenta-
tion was selected after careful review of the maturity
of communication technologies and consideration of
system costs and reliability. For example, wireless
communication between individual sensors and the
data acquisition system would be very desirable, but
was judged too expensive and potentially problem-
atic with regard to reliability within the context of
cost-effective 1999 technology.
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Monitoring System

The monitoring system, shown schematically in
Fig. 3, was developed to provide the required
funtionality. All of the system components, with the
exception of the sensor housing, were commercially
purchased. The system sensors consist of heavy
seismographic accelerometers, housed in a stiff
aluminum container designed and built at LLNL. The
massive accelerometers provide good signal-to-noise
performance in the low frequency regime. The
sensor housing was designed to ensure strong
coupling through rigid mounting and to mitigate
potential vibrations of the housing which could
affect sensor measurements. Commercial signal
amplifiers were used, and the digital recorder was

constructed to LLNL specifications by a commercial
vendor. Each digital recorder has a companion GPS
unit for accurate positioning and precision timing,
and a cellular-phone-based communication trans-
mitter/receiver for remote communication with the
system. The system can be contacted via a laptop
computer with a phone modem. The system can be
powered with AC hook-up or a solar panel. A battery
power option was included for immediate applica-
tions in the NIF construction area.

In the course of the development, it was found
that the cellular communication system was a major
source of power consumption in the instrumentation
system. To assist in minimizing power usage, a
pager system was implemented which allowed the
system to be “beeped,” thus powering up and turning
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on the cellular communication package. The cellular
package can then be powered down after informa-
tion is relayed or data is retrieved.

An essential element of the development of any
data acquisition system is the establishment of the
accuracy of the measured data. This is particularly
important when a number of different electronic
components are being interfaced together. The accu-
racy of data obtained with remote monitoring instru-
mentation system was thoroughly evaluated by care-
ful comparison with existing high performance data
acquisition systems (Fig. 4). A series of experiments

were conducted for a number of different types of
dynamic loadings and the performance characteris-
tics of the system were established by comparison of
the new remote monitoring system with a system
which has had long-term use and multiple validations
for LLNL seismological applications.

After validating the first prototype of the remote
monitoring system, the system was deployed at the
NIF construction site to monitor ambient ground
motions over an extended period. Such a deployment
provided for evaluation of system performance,
including communications, power usage, and data
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transfer rates, and also provided important site
specific data for validation of the NIF ambient vibra-
tion design criteria. The monitoring system was
located in the Optics Assembly Building (Fig. 5),
where the facility was at cleanroom Protocol 2
during the measurements and the access was
limited. In addition, AC power was unavailable, so
battery operation of the monitoring system was
essential. The capability to remotely contact the
system, to set recording starting and stopping times,
and to download measured data, was essential for
this application. 

The ambient vibration measurements indicated that
the site vibrations were generally within the NIF
design specifications (Fig. 5). There were spikes in the
power spectral density plots at 30 Hz and 60 Hz which
were indicative of vibrations due to running equip-
ment. As NIF construction progresses, ground vibra-
tion monitoring will continue and particular attention
will be paid to the equipment frequency ranges.

Conclusion

An effective wireless system has been developed
for monitoring large structural systems. This system
provides a tool for practical acquisition of vibration
data essential to understanding system response
and validation of system computational models.
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Introduction

Electromagnetic (EM) propagation through
dispersive, inhomogeneous, and conductive mate-
rials, such as soil, rock, and biological tissue, is of
continuing interest, especially when the goal is to
“see” deeper targets with greater clarity.
Currently, single-channel instruments, such as
GPR, have a limited range of investigation in lossy
media due to a limited equipment dynamic range
or performance factor. However, new simulation
and experimental evidence suggests that arrays of
radar sensors could increase characterization
depths of subsurface targets. The array would be
composed of multiple, synchronized transmitters
and/or receivers.

This report presents the initial steps of a new
program to develop a core technology in high power

arrays for 3-D image formation and visualization in
dense media, such as the subsurface of the earth.
The program is built on the extensive body of work
at Lawrence Livermore National Laboratory (LLNL)
in geophysics,1–5 GPR imaging,6–8 and laboratory
measurements of EM properties of materials.9 To
determine the utility of high power ultra-wideband
(UWB) arrays, “proof-of principle” experiments were
performed. These experiments included EM
measurements over tunnels at NTS.

Applications of high power arrays include charac-
terizing UGFs, battle-damage assessment of
targeted UGFs, detection and mapping of unex-
ploded ordnance (UXO), and geophysical surveys,
such as earthquake assessment and monitoring fluid
flow. The deployment of a sparse multi-element UWB
array, which includes multiple time-synchronized
transmitters, has not been done before.
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Neutralization of underground facilities (UGFs) is identified by the US military as a high priority
because underground facilities may be used for the manufacturing and storage of weapons of mass
destruction (WMD) or for other purposes of military importance. Effective neutralization and battle-
damage assessment, especially in a hostile environment, requires the deployment of unattended
sensor systems for detecting and/or imaging subsurface conditions. For the past several years
geophysical techniques have been evaluated for solving this problem. However, seismic methods
cannot provide the level of detail the military needs on the internal structure of UGFs.

Ground penetrating radar (GPR) has been used to investigate shallow subsurface situations. In
many soil conditions the penetration depth of a single GPR unit is limited. Theoretical considerations
and preliminary experiments indicate that a large array of simultaneously excited radar transmitters
will substantially increase the depth of penetration (on the order of tens to hundreds of meters). To
our knowledge, the design and deployment of a multi-element GPR array has not been done because
of the cost, complexity and data-handling requirements. Several preliminary experiments were
performed at tunnel sites at the Nevada Test Site (NTS) to evaluate the efficacy of GPR arrays to char-
acterize underground structures. These tests included measuring the bulk conductivity of the rock
and soil over UGFs, profiling a tunnel with a 25-MHz GPR system, deploying a small array of two
synchronized GPR transmitters, and performing an electrical resistivity topography (ERT) survey over
the same tunnel. 

Rexford M. Morey
Laser Engineering Division
Electronics Engineering

Michael H. Buettner and William D. Daily
Electronics Engineering Technologies Division
Electronics Engineering
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Progress

Electrical conductivity of soil and rock deter-
mines the depth of penetration of EM signals in
these materials. High conductivity means limited
penetration, low conductivity leads to greater pene-
tration. Therefore, field measurements were made to
get estimates of the bulk electrical conductivity of
the rock at four sites at NTS. With this information
estimates of the RF attenuation in the rock are
calculated, and thus estimate the penetration depth
of GPR at these sites. 

Four areas at NTS were investigated: (1) the BEEF
facility in area 4, (2) U-tunnel in area 12, (3) tunnel
16-A, and (4) tunnel 16-B. To measure the bulk
conductivity we used a standard two-loop induction
survey with a Geonics EM-34 tool. This system is
designed to be used in the vertical dipole mode (coil
lying on the ground surface) or the horizontal dipole
mode (coils normal to the surface and coplanar). The
instrument is designed to work with fixed loop spac-
ings of 10, 20, and 40 m, and conductivity is read
directly on a panel meter in mS/m. Figure 1 shows
the Geonics EM-34 being used at the BEEF facility.

Table 1 lists the measurement results at the four
locations along with the estimated depth of penetration
for a GPR operating at 25 MHz. Figure 2 is a plot of
maximum radar range as a function of electrical
conductivity showing ranges to the tunnel sites.
Available single-channel GPR systems have an adver-
tised performance factor (Q) of about –110 dB.
Improvements in Q, such as with multiple transmitters
or signal processing, will increase depth of penetration.

Since Tunnel 16-B is an “active” tunnel being
used as a test site by a number of investigators, and
since reasonable penetration is predicted, GPR and
ERT experiments were performed over this tunnel in
September 1999. The GPR work used equipment
rented from Sensors and Software, Inc. and was
operated at 25 MHz. The ERT data acquisition
system was developed at LLNL over a period of

many years, and has been used successfully for a
wide variety of imaging applications. Survey lines
were established on the ground surface (Fig. 3),
normal to the tunnel axis at overburden thicknesses
of approximately 10, 12.5 and 20 m. The survey line
at 12.5 m was used for ERT data collection.

The GPR equipment was assembled, set up, and
tested. Profiles were collected along the 10- and
20-m lines, in the constant offset mode. That is, the
transmitter and receiver were kept at a constant
spacing (4 m) from each other, and the pair was
moved in steps of 1 m along the survey line from 50 m
on the east side of the tunnel to 50 m on the west
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Table 1. Results of electrical conductivity measurements at NTS.

Conductivity Estimated radar detection
Location Rock (mS/m) range* (m)

U-Tunnel Dolomite 1.0 to 1.5 20 to 26
Tunnel 16-A Ash-fall tuff 9 to 15 3.7 to 5
Tunnel 16-B Limestone 2 to 2.4 14 to 16
BEEF Gravel/soil 30 to 35 2.2 to 2.4

*Assumptions for GPR: 110 dB effective dynamic range, 25 MHz, metal mesh in roof.

Figure 1. Electrical conductivity measurements at the BEEF
facility, NTS.



Center for Complex Distributed Systems

side. At each survey point, the transmitter was fired
many times, and the received signals were stacked
(improves S/N) to produce a plot of received signal
versus two-way travel time. 

The resulting display is a series of these plots
(one per survey point) slightly displaced from each
other as one moves from left to right. When gain is
applied to the data, the characteristic hyperbolic
signature of a target (such as a tunnel) appears at
about the right lateral position and depth, as shown
in Fig. 4. The assumed dielectric constant for
converting the time-scale to a depth-scale is 6,
which is a reasonable value for moist rock. Our
interpretation of Fig. 4 is that the reflector at 10 m
is from the top of the tunnel, while the reflectors
above 10 m are moisture filled joints in the rock,
joints created during tunnel construction. (There
was a heavy rain about a week before this experi-
ment.)  Other reflectors appear in the data as well.
A tunnel signature does not appear in the 20-m
overburden profile, Fig. 5. These results are consis-
tent with the predictions in Fig. 2 for Q= –110 dB.

The final GPR work used two transmitters instead
of one as described above. The reasoning is that two
transmitters will increase the returned radar signal
from the tunnel. The initial experiment to verify this
used a receiver placed over the tunnel axis with a
transmitter 4 m to the west and another 4 m to the
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east of the receiver, as in Figs. 6 and 7. A special
trigger circuit enabled control of the trigger delay
between the two transmitters. This is necessary
because the paths from the two transmitters to the
receivers are not exactly identical in terms of veloc-
ity. Thus to get the tunnel-reflected pulses from the
two transmitters to arrive at the receiver at the
same time, one needs to adjust the trigger delay
between the two transmitters.

The final measurement used a receiver placed
over the tunnel axis with two transmitters 4 m to
the east (next to each other or collocated) of the
receiver, as diagrammed in Fig. 8. If our hypothe-
sis about superposing the returns from two trans-
mitters is correct, this experiment should have
essentially the same result as that described in the
previous paragraph.

The total variation in the differential trigger delay
between the transmitters is about 30 ns. During the
two-transmitter experiments, the differential trigger
delay was incremented in 10 steps. For each delay-
step, each transmitter was turned on and then off
sequentially, then both transmitters were turned on
together. Figure 9 shows examples of the data for
the two collocated transmitters over the tunnel. The
upper panel displays the sequence of measurements
for the 10 delay settings. 

Interpretation involved looking for the strongest
signal at a range of about 10 m, as shown in the
lower left panel, where the tunnel reflections aligned
in time for the three transmitter conditions, T × 1 on
only, T × 2 on only, and then both on. The lower right
panel shows the received GPR waveforms for these
three transmitter conditions, plus the mathematical
summation of T × 1 on and T × 2 on. Note that
summing the two separate transmitter responses
gives very similar results to having both transmitters
on and time-synchronized at the target region.

The ERT survey was performed along the 12.5 m
line. ERT data were collected using a 30-electrode
array that extended from 145 ft (44.2 m) to the east
of the tunnel axis to 145 ft. west of the tunnel axis.
Data were also collected in the EOM mode in which
the steel mesh and rock bolts in the tunnel are
excited to some value of potential and the resulting
potentials measured using the electrode array.
Figure 10 displays the two ERT inversions perpen-
dicular to the tunnel axis.

The top image in Fig. 10 is from data collected
using only the 30 surface electrodes. The surface
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topography is approximated by the discrete steps
formed by the mesh blocks in the top row. The
approximate outline of the tunnel section is super-
imposed. The formation resistivity varies between
about 50 to 3000 Ω m with the most resistive part in
the dry surface material. We do not know what
geological feature causes the prominent conductive
anomaly above and to the right of the tunnel. In this
image the greatest sensitivity is near the surface
and decreases rapidly with depth. At the tunnel
depth the sensitivity is obviously too small to detect
any effect of the void or the metal on the walls.

The lower image was inverted from data collected
using the 30 surface electrodes and the single elec-
trode in the tunnel. This data was collected only to
see what additional information could be generated
in the image using the additional electrode. Notice
that the reconstruction is essentially identical to the
top image except near the tunnel. The additional
information added by the tunnel electrode, although
distorted by the lack of spatial coverage, does give
some additional information. The resistive region
above the tunnel is likely the dehydration of the rock
mass (loss of water results in increased resistivity)
as a result of the tunnel ventilation. This region
extends all the way around the tunnel but only the
upper part is imaged here because of the way the
electrode array is arranged. The conductive region
below the electrode is likely the distorted image
(again because of the electrode arrangement) of the
wire mesh in the tunnel.

Summary

The GPR data indicate that (1) the tunnel was
detectable at 10 m depth of overburden, but not at
20 m depth, and (2) two transmitters can be trig-
gered properly so that additional energy can be put
on target as indicated by a larger radar return.
Without the additional electrode in the tunnel, the
ERT survey did not detect any effect of the tunnel
void or the metal in the tunnel.

Future Work

Groups both inside and outside LLNL are showing
interest in multi-element UWB arrays. As an exam-
ple, a presentation was made to DARPA on using
UWB arrays for UGF characterization. Present day
GPR will not reliably detect deep UGFs.
Experimental studies indicate that a large GPR array
will increase radar range to a level that will interest
DARPA and also DTRA. These programs and others
will be pursued.
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Center for Microtechnology

As the applications for microtechnology continue to
grow, we continue to perform activities to fulfill the
needs of our LLNL and external partners and stay in a
leadership position, both nationally and world-wide.

The small, previous TechBase investments in
Microtechnology have paid off this year:

1) highlighted article in Science on the perfor-
mance of the LLNL PCR instrument;

2) article in Science on Protein-DNA interactions in
the flow cell built and operated by Microtechnology
personnel;

3) laboratory success in DARPA-funded dielec-
trophoresis technology for blood cells;

4) optical interconnects in partnership with the
Photonics Program–significant demonstration of
multiple-wavelengths carried per fiber;

5) a large CRADA with semiconductor houses for EUV
lithography—we have expanded our facilities to
accommodate this work, and the semiconductor
industry has selected EUVL as the follow-on tech-
nology on their roadmap;

6) collaboration with UCLA on wireless sensors.
Articles in this report are: 1) Exploration of

Novel Fabrication Methods for Microfuidics/
Microelectromechanical Systems Devices;
2) Microtechnology for High-Explosive Testing;
3) Improved Microgripper Process; 4) Miniature
Sample Collector/Concentrator for Biological
Weapons Agent Detectors; 5) Microfabricated
Deformable Mirrors for Adaptive Optics Applications;
6) High-Voltage Photovoltaics; 7) Microfabricated
Flow Cell for DNA Analysis; 8) Microvalves for
Microcatheters; 9) Microelectromechanical-
Systems-Based Fuel Cell for Microscale Energy;
10) Custom Silicon Etching; 11) Micromechanical
Characterization Tools for Highly-Filled Polymers;
12) Advanced Imaging Catheter; 13) Intelligent
Wavefront Reconstructors for Adaptive Optics;
14) Lambda Connect: Multiwavelength Technologies
for Ultrascale Computing; 15) Low Power Wireless
Modem Technology; 16) Wireless Micropower RF
Components; and 17) Acoustically-Driven
Microfluidic Systems.

The mission of the Center for Microtechnology is
to invent, develop, and apply microtechnologies with
the Lawrence Livermore National Laboratory
(LLNL) programs in global security, global ecology,
and bioscience. 

Our capabilities cover materials, fabrication,
devices, instruments, or systems which require
microfabricated components, including microelectro-
mechanical systems (MEMS), electronics, photonics,
microstructures, and microactuators. Much of our
microtechnology work revolves around our microfab-
rication facility. We also rely upon LLNL’s precision
manufacturing and characterization facilities in plas-
tics and glass. Moreover, we incorporate modeling to
assist the design of our instruments. An example of
this is the report on the experimental testing and
theoretical modeling of highly-filled polymers.

Our work is driven principally by the applications
of LLNL programs, and, to a lesser extent, by external
applications. For both of these we must have multi-
disciplinary teams to deliver complete solutions to the
problems. The Center for Microtechnology includes
more than 60 people, who have training in electronics
engineering, mechanical engineering, chemical engi-
neering, chemistry, physics, and the biosciences. Our
recent successes in analytical instrumentation reflect
our broad, multidisciplinary base.

We continue to show a very high rate of return on
investment with a total budget of roughly $17M,
including $0.55M of Tech-Base projects. We have
successfully performed collaborations with industry,
and we have achieved considerable national recogni-
tion for the successes we have demonstrated in our
Chem-Bio Nonproliferation (CBNP) Program instru-
mentation, supported by the DOE and the Defense
Intelligence Agency. In April of 1999, we published a
highlighted article in Science on the fastest poly-
merase-chain-reaction (PCR) detection, starting with
1000 bacterial cells—seven minutes for automated
detection. (The technology for this PCR instrument
was invented under Engineering TechBase funds.) 

The support for our work on detection instruments
for the CBNP program has grown significantly for FY-00.
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xploration of Novel Fabrication Methods for
Microfluidics/Microelectromechanical Systems
Devices

Center for Microtechnology

Introduction

We investigated potential uses of commercial
materials technologies, used in the fabrication of
microelectronic packages and planar waveguides
for photonic devices, for microfluidics and micro-
electromechanical systems (MEMS) fabrication.
General processes addressed include the fabrica-
tion of channels with or without electrodes and
bonding the materials together. Materials to be
studied are thick glass films and multilayers
deposited on alumina substrates via dip-coating
of glass slurries, which are then densified and
channels etched therein, multilayer ceramics
fabricated from ceramic tapes with channels and
vias which may include screen-printed metal
conductors, and the photostructurable glass
Foturan . The point is to explore how the selec-
tion of materials and sequencing of process steps
may enable the fabrication of devices with as-yet
unimagined functionality. Some materials may
enable certain aspects of device packaging, for
example fluidic and electronic interconnects, to
be integrated into the device.

If LLNL’s Center for Microtechnology were able to
develop a suite of device fabrication methods that
offered adequate flexibility to essentially make what-
ever an engineer wanted, then the initial emphasis in
device and system development would shift from
“what can we make?” to “what do we want?” By
conducting this exploratory work with a team of
materials researchers oriented to the needs of the
Center for Microtechnology staff, not only may
materials solutions to current limitations be
discovered, but also new uses for “old” materials
technology may arise.

Progress

Deliverables for this project included the follow-
ing: (1) an evaluation of the viability of the above
materials (microelectronic packaging materials,
glasses other than Pyrex ) for microfluidic device
fabrication; (2) process to fabricate multilayer
ceramics, with channels and holes, from ceramic
tapes; (3) process to bond the above materials.
Measures of success: a new process that enables
the fabrication of more functional devices, or current
devices with reduced difficulty.
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We have developed a preliminary capability for fabricating microdevices from different glass and
ceramic material systems. This project provided more flexible fabrication routes to expand the
number of device designs accessible by the Center for Microtechnology staff and customers at
Lawrence Livermore National Laboratory (LLNL).

Harold D. Ackler and Julie Hamilton
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Dip-Coated Glass Films

Glass films have been deposited by dip-coating a
glass slurry onto alumina substrates with patterned
metal electrodes, then firing to densify the slurry
coat. Channels were then etched into the glass film,
their thickness determined by the film thickness as
expected. The film thickness was only 5 µm for a
single dip-coat. A means of producing thicker dip-
coated glass layers on substrates was developed by
patterning a thick layer of SU-8 photopatternable
epoxy onto a substrate (patterned with metal) where
channels are to be. The substrate is coated with an
excess of glass slurry and the excess “squeegeed”
off above the SU-8 features. The SU-8 thus acts like
a mold, and is burned off during firing of the glass
layer to leave the desired channels in the glass layer.
However, more sophistication is required to produce
glass films of very uniform thickness. 

Photopatternable Metal and Dielectric
Pastes

Photopatternable dielectric paste and gold paste
(Fodel from DuPont) were screen printed and
dried (by offsite vendor) on alumina substrates.
Those coated with dielectric were prepatterned with
metal electrodes. Pastes were photolithographically
patterned and developed to form electrodes in the
gold film, and channels in the dielectric film whose
depth was determined by the dielectric layer thick-
ness (25 µm) with the prepatterned electrodes in the
channel bottom. The dielectric films were fired to
densify the ceramic material. Screen printed,
photopatternable conductor paste was successfully
patterned and fired on commercial alumina
substrates. The minimum resolvable feature size
appears to be in the 30 to 50 µm range. 

Green Tape

Channels and vias have been hand cut in ceramic
green tapes. More precise features were formed by
laser cutting green tape. Multilayer channel struc-
tures have been formed in laminated ceramic green

tape and fired. Layers of tape have also been lami-
nated to 0317 glass and fired. However, the moderate
mismatch in thermal expansion (2 to 3 ppm/°C) is
enough to cause deformation and/or cracking of the
glass. A potential means of incorporating electrical
connectors into a multilayer device formed from green
tape has been designed. An initial attempt was made
to fabricate such a structure, but deformation during
firing of the multilayer tape structure rendered the
part useless. The structure may be constrained during
firing to prevent this, but it has not been tried.

Bonding

The bonding of Corning code 0317 glass to the
commercial alumina substrates patterned with
screen printed, photopatternable dielectric paste
has been determined to be a nonviable process.
While it is possible to achieve adherence of the glass
to the dielectric layer, the moderate mismatch in
thermal expansion (2 to 3 ppm/°C) between the
glass and alumina substrate is enough to cause
either spallation of the dielectric layer from the
alumina or severe cracking of the glass. Substrates
(glasses, ceramics) may be bonded at 600 to 650 ºC
if a thin layer of dip-coated glass (VIOX Corp. no.
12922) is between them. However, coefficient of
thermal expansion mismatches must be very small.
This process works very well for bonding code 0317
glass to Foturan .

Smoothing Foturan Surfaces

A thin layer of dip-coated glass, when fired, was
observed to smooth the roughness of etched
Foturan significantly. However, the magnitude of
the remaining roughness was not quantified.

Future Work

No actual devices were fabricated during this
project. Many of these processes are well suited to
the fabrication of microfluidic devices, so the next
stage of this work is to develop the details of routes
to fabricate working devices with these materials.
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icrotechnology for High-Explosive Testing
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Introduction

To better understand the material properties of
composite materials it is necessary to measure the
individual properties of the constituents as well as
the adhesive forces between them. As an example,
in the high-explosive (HE)—binder system, one
would like to know the properties of the binder and
the individual HE crystals as well as the adhesive
forces between these two components. Groves
et al.1 discusses how this information can be used to
develop models to predict the behavior and aging of
such composites.

A relatively new technique uses atomic force
microscopy (AFM) and nano-indentation to
measure the modulus and the viscoelastic proper-
ties of a material on a microscale. Unfortunately
most of the available probes for this work have
large cone angles (60° to 90°), making it difficult to
probe material that is thinly sandwiched between
taller structures. In addition, the probes are
designed to apply micronewtons (µN) of force
instead of nanonewtons (nN). Microfabrication
techniques can be used to provide these special
probes and force transducers.

Progress

Plastic bonded explosives are composed of
approximately 95% HE crystals and 5% binder. The
crystal sizes tend to be in the 10- to 50-µm range
and the space between crystals can be in the 2- to
5-µm range. To get a true representation of the
surface morphology using an AFM, the probe must
be capable of extending down in between the HE
crystals. Standard AFM probes have very sharp tips,
but they have large cone angles, as shown in Fig. 1.
This prevents them from reaching down in between
the HE crystals. 

Recently, high aspect probes became available
from Digital Instruments. They are called FISpike
Probes and are fabricated using a focused ion
beam to obtain the high aspect ratio. Figure 2 is
an SEM of one of these probes showing a shaft
diameter of 0.2 µm and a length of 2 µm. We used
this to probe the binder material in between the
crystals in mock HE material (cyanuric acid).
Figures 3 and 4 show two images taken of this
mock HE. The Fig. 3 scan is with a standard AFM
probe; Fig. 4 is taken with the high aspect ratio
probe, at a much higher resolution.
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We have used a high aspect ratio probe in an atomic force microscope to obtain images of the
surface morphology of mock high explosives. This probe has a diameter of 0.2 µm and a length of
2 µm, which allows it to fit between the individual crystals of the material. In addition, a silicon force
transducer for determining the viscoelastic properties of binder material has been built and tested.

Dino R. Ciarlo and Kirk P. Seward
Electronics Engineering Technologies Division
Electronics Engineering

Mehdi Balooch
Materials Science and Technology Division
Chemistry and Materials Science

Scott E. Groves
Manufacturing and Materials Engineering Division
Mechanical Engineering
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Ultimately the plan is to find an area of binder
material between HE crystals and to measure the
viscoelastic properties of this binder by recording
the displacement versus time for a constant applied
force. To do this, the force in the nN range needs to
be measured and displacements of tenths of a
micron need to be recorded. This is a challenge for
most commercially available force transducers. 

Figure 5 is a photograph of a silicon force
transducer we built and tested. Four silicon
cantilever beams hold the central 3-mm-×-3-mm
silicon platform. Each beam is 500 µm wide,
3.4 mm long and 0.1 mm thick. The force versus
distance for this transducer was measured using
a differential variable-reluctance transducer
(DVRT) made by MicroStrain. The results are
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Figure 1. SEM of a standard AFM probe with a large cone angle. Figure 2. SEM of a high aspect ratio AFM probe. The diameter
of the probe is 0.2 µm and the length is 2 µm.
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shown in Fig. 6. The advantage of this type of
silicon transducer is that the motion of the
3-mm-×-3-mm silicon plate is piston-like, with-
out t i l t .  The motion of  this plate can be
measured by sensing the change in capacitance
between the moving plate and a reference
ground. The equation governing the deflection of
the cantilevers is:

, (1)

where
F = force at the cantilever end (N)
X = cantilever deflection (mm)
E = silicon modulus (1.8 × 105 N/mm2)
B = cantilever width (0.5 mm)
H = cantilever thickness (0.1 mm)
L = cantilever length (3.4 mm)
In Eq. 1, the spring constant for the force trans-

ducer can be considered to be:

. (2)

For the values listed, Eq. 1 reduces to:

F = 0.6 X. (3)

Since there are four of these cantilevers support-
ing the central 3-mm plate, the relation between the
force on this plate and its displacement is:

FT = 2.4 X. (4)

The data taken in Fig. 6 shows a spring constant
of 1.4 as opposed to 2.4 in Eq. 4. The difference, less
than a factor of two, can be accounted for by errors in
the true dimensions of the fabricated transducer.

For the transducer design shown in Fig. 5, a
force of 100 µN will cause a deflection of 71 nm. To
get a nanometer deflection with a nanonewton force,
the spring constant needs to be lowered by a factor
of 100. This can be easily accomplished by halving
the value of the thickness (H) and the width (B) and
by lengthening the cantilevers by 50%.
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Figure 4. SEM scan of mock HE taken with the high aspect
ratio probe shown in Fig. 2.
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Figure 5. Planar view of a silicon force transducer consisting of
a 3-mm-×-3-mm silicon plate supported by four silicon
cantilever beams.
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Future Work

The next logical task is to build the nanonewton
force transducer and combine it with the commer-
cially available high aspect ratio probes. The
viscoelastic properties of composite materials can
then be measured.

Reference

1. S. Groves, S. DeTeresa, B. Cunningham, D. Ciarlo, D.
Allen, K. Clayton, and C. Yoon (1999),
“Micromechanical characterization tools for highly-
filled polymers,” Engineering Research, Development
and Technology, Lawrence Livermore National
Laboratory, Livermore, California (UCRL-53868-99).
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mproved Microgripper Process

Center for Microtechnology

Introduction

Several years ago, a silicon-based microgripper1

was developed at Lawrence Livermore National
Laboratory (LLNL). This microgripper had many
uses, including the delivery of coils for the treatment
of aneurysms and the manipulation of very small
parts. The overall size of the microgripper is 0.2 mm
× 1.0 mm, with a gripper opening of 100 µm. The
gripper action is actuated by shaped-memory-alloy
(SMA) films, deposited on silicon cantilever beams.
The original microgripper was fabricated using sili-
con etch-stop technology to define the thickness of
the gripping cantilevers. This report describes a
simplified microgripper fabrication process.

Progress

Following the installation of the STS deep silicon
etcher in LLNL’s Microfabrication Laboratory, it was
evident that the fabrication of the Lee microgripper
could be simplified. Figure 1 is a cross-sectional
view of the simplified fabrication procedure. The
simplification comes in the step shown in Fig. 1b
where the thickness of the gripping cantilever is
defined by a controlled STS etch instead of the more
complicated wet-etch-stop procedure. The etch rate
for silicon using the STS etcher is 5 µm/min, so the
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A deep etch RIE silicon process has been used to simplify the fabrication of a silicon microgripper.
The microgripper is 1 mm long, 0.2 mm wide and can grip objects as big as 110 µm with a force
of 13 mN.

Dino R. Ciarlo, Abraham P. Lee, Dawn L. Hilken, and Jimmy C. Trevino
Electronics Engineering Technologies Division
Electronic Engineering

a) Pattern a 100-µm-thick
    wafer with oxide.

b) Evaporate heater elements
    on one side.

c) Etch silicon with STS
   etcher to form 

10-µm-thick cantilevers.

d) Evaporate gold eutectic
     for bonding.

e) Bond wafers together 
    and saw to final size.

Figure 1. Cross-sectional view of the improved microgripper process.

cantilever thickness can be controlled by etching
100-µm-thick wafers for 18 min. Following the
cantilever formation, the two halves of the micro-
gripper are bonded together using a gold eutectic.
The final microgrippers are then defined by a sawing
operating which establishes the length and width of
the microgripper. Figure 2 shows three SEM views
of an assembled microgripper. 
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Future Work

To save time, the above process did not include
the SMA films, since the purpose was to demonstrate
the timed etch in the STS deep etcher. To fabricate a
fully-functional microgripper, this SMA actuator
needed to be applied to the silicon cantilevers.

Engineering Research Development and Technology2-8

(a) (b) (c)

Figure 2. Three SEM views of a completed microgripper, 1 mm long by 0.2 mm wide. The serpentine gold pattern is used to heat the
shaped memory alloy actuator.

Reference

1. A. P. Lee, D. R. Ciarlo, P. A. Krulevitch, S. Lehew,
J. Trevino, and A. M. Northrup (1996), “A practical
microgripper by fine alignment, eutectic bonding
and SMA actuation,” Sensors and Actuators A 54,
pp. 755–759.



iniature Sample Collector/Concentrator for
Biological Weapons Agent Detectors

Center for Microtechnology

Introduction 

As the threat of biological weapons (BW)
increases, both in military theaters and on civilian
populations, the need for portable systems for the
rapid analysis of pathogenic organisms becomes
increasingly important. At the front of any system for
the detection and characterization of biological
agents is a sample collector. This can take the
simple form of a swab for solid surfaces, or as in the
case of airborne pathogens, an aerosol sample
collector used to collect and concentrate particles
into a liquid sample volume for subsequent analysis.
An aerosol sampler is most appropriate for continu-
ous monitoring scenarios, where repeated swabbing
of settled particles is impractical.

The agents to be sampled are in the form of
respirable particles with sizes in the range of 1 to
10 µm. Commercial sample collectors now avail-
able for field use are large, power-hungry, and typi-
cally produce sample volumes of many milliliters.
Prototypical portable fieldable systems  use assays
that analyze much smaller sample volumes, typi-
cally <100 µL. Collector technology, however, has
not entirely kept pace with this trend towards
miniaturization, and present milliliter samples
must be subsampled, reducing sensitivity, or
preconcentrated, increasing complexity and the
probability of breakdown. 

Several commercial collectors use a thin film of
liquid to capture target particles. Current designs
generally have a lower limit to their sample collec-
tion volume because they send captured particles to
a reservoir in a continuous stream. In the case of a

low concentration sample, this leads to a large
sample volume since the sampling time must
increase to capture enough particles to be detected.
Typical sample collectors provide for concentration
factors of 104 to 106. That is, one particle per liter
of air yields 103 particles per milliliter of solution,
after a set time for collection. Subsampling for a
miniature detector can reduce the number of organ-
isms available for analysis by a factor of 10 or more. 

Progress 

During FY-99, we developed a prototype low
power, miniature sample collector which concen-
trates the sample into a volume <100 µL. Its major
advantages over existing samplers are: (1) decou-
pling of sample volume and sample time, making it
very attractive for low (air) concentration samples;
(2) miniature size and low weight, making it easily
portable; (3) low power consumption, also adding to
portability and ease of deployment; and (4) low
noise operation. The prototype device is very quiet.

Our design (patent pending1) uses a two-step
process to capture respirable particles in a way that
decouples sample concentration from final sample
volume. An illustration of the concept of the device
is shown in Fig. 1. The heart of the system is the
capillary surface, which consists of a cylinder of
material with an array of vertical slits. These slits
are connected to a supply reservoir, and fill with
water by capillary action. This provides a wetted
surface of prescribed volume which captures parti-
cles present in the air, and makes the sample
volume independent of sample time.
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Miniature aerosol samplers are desired by the nonproliferation community to detect the use of
biological weapons consisting of aerosolized pathogens such as bacterial spores. A prototype minia-
ture collector has been developed which decouples the sampling time from the final sample volume,
allowing for greater concentration of trace pathogens. The device would be used at the front end of a
portable biological weapons agent detection system.

Jonathan Simon
Center for Microtechnology
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In the first step of operation (inspiration), which
may last for several minutes, an impeller draws
turbulent air (>200 L/min at 2 W of power consump-
tion) through the device and over the capillary
surface, collecting and concentrating particles
present in the air. An optional stator turns the flow
towards the surface to increase likelihood of capture
at the expense of throughput. The capillary channels
are connected to a central reservoir which also
replenishes the capillary fluid as it evaporates. The
channels arranged around the perimeter yield a total
volume <100 µL with a wettable area of several cm2. 

In the second step (spin), the upper portion of the
device consisting of the capillary surface and the
capture cone is spun, and the sample volume is
forced out of the capillary channels by centrifugal
force. The liquid impinges on the non-wetting
surface of the capture cone, and is deflected to the
bottom of the device where it is finally collected in
the capture portion of the reservoir ring. 

In a short smoke test consisting of particles rang-
ing from sub-micron to several microns in size, the
device captured over 300,000 particles in a 50 µL
volume (2 × 1011 particles/ft3), demonstrating the
working principle of the device (Fig. 2). Further
characterization with known aerosol concentration
is needed to determine collector efficiency and
concentration factors for longer sample times.

Future Work

The device and associated final sample volume
are an order of magnitude smaller than existing
collectors, providing for a truly portable, high quality
aerosol sample collector. 

Future works include iterative refinement of the
device, supported by detailed experimental analysis
and quantitative testing to measure capture effi-
ciency and other flow properties. Integration of a
separately developed microfabricated fractionator
to removed particles outside of the target size range
(1 to 10 µm) is also planned. 

This sample collector could be used in a system
both as a monitor, or in a response deployed situa-
tion. Any organizations responsible for BW inci-
dent response (National Guard, FBI, CDC, USAM-
RIID) are potential customers, as well as the
Chem-Bio Nonproliferation Program at DOE. While
we are targeting the BW application, the collector
could also be used for gathering forensic evidence,
and as such it would be useful to the FBI and local
law enforcement.

Reference

1. Lawrence Livermore National Laboratory, 
ROI IL-10401.
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Figure 2. Flow Cytometer scattering plot of sample, indicating
300,000 particles in sub-micron to several micron size range.
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icrofabricated Deformable Mirrors
for Adaptive Optics Applications
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Introduction

Adaptive optics (AO) technology is critical for
many current and developing applications at
Lawrence Livermore National Laboratory (LLNL). In
particular, most large laser systems, including those
being developed for inertial confinement fusion and
laser isotope separation, require AO to correct for
internal aberrations. In addition, AO can provide
capability for both high-resolution imaging and
beam propagation through the atmosphere.
Requirements for laser systems, imaging, and propa-
gation applications are currently driving wavefront
control technology toward increased spatial and
temporal frequency capacity, as well as reduced
system costs. 

Three classes of wavefront control devices can be
considered for AO applications: standard deformable
mirror (DM) technology using ceramic (for example,
piezoelectric) actuators, liquid crystal (LC) spatial
light modulators (SLMs), and microelectromechani-
cal systems (MEMS) DMs. 

Some disadvantages of standard DM technology
are limitations on the number of controllable
degrees of freedom, large separation between active

elements, significant power requirements, weight,
and expense. The large physical size of conventional
DMs also leads to large optical components, making
the entire AO system more cumbersome and costly.
LC SLMs have the advantage of providing capability
for high spatial frequency control applications.
However, commercially available LC SLMs have the
disadvantage of slow operating speeds, limited
stroke, and low damage thresholds in comparison to
conventional DMs. 

The use of MEMS techniques to fabricate DMs for
AO represents a nearly ideal match of technology
and applications. These devices have the advantage
of low power consumption, fast response, and high
spatial density. Using MEMS fabrication techniques,
the cost of DMs for AO can be reduced by a factor of
1000 from that of standard DM technology. Proper
design and coating of the MEMS DM arrays will
extend the operation of these devices to high aver-
age and peak power conditions. On-chip integration
of electronic control circuits and batch fabrication
will lead to reduced complexity and cost of AO
systems. Taken together, the advantages of MEMS
DM technology have the potential to revolutionize
the field of AO.
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We have designed a high-stroke actuator suitable for adaptive optics (AO) applications. The advantage
of this new actuator design are its simplicity of fabrication (only four lithography steps), and low suscepti-
bility to lateral actuation forces which would cause contact and binding during displacement.
Microelectromechanical systems-fabricated deformable mirrors based on this actuator will allow for broad-
band AO applications. Preliminary bonding experiments performed show great promise of the Au-to-Au
compression technique for transferring mirror structures to foundry fabricated microactuator arrays.

June Yu, James A. Folta, Peter Krulevitch, and Harold D. Ackler
Electronics Engineering Technologies Division
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Scot S. Olivier
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William D. Cowan
Air Force Research Laboratory
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For MEMS DM devices, several important tech-
nical issues must be resolved before they can be
routinely used for wavefront control applications.
Optical surface quality remains a principal chal-
lenge. Improvements of a factor of ~5 are needed
over the current state of the art in the surface
quality. Stroke (in and out of plane movement) is
limited to ~1 µm for existing MEMS DMs. Scaling
to large arrays also presents a technical chal-
lenge, mostly limited by the ability to address
individual pixels.

In addition, further studies on high reflectivity,
low-stress coatings for MEMS DMs and the optical
damage characteristics of MEMS DMs remain to be
carried out. Despite the unresolved issues, MEMS
DMs offer tremendous potential for greatly expand-
ing the use of AO in both laser and imaging system
applications. It is our expectation that activities over
the next few years will lay the technical groundwork
for incorporation of these devices into laser and
imaging systems.

Progress

In this first year, we accomplished the following:
1. Designed a high-stroke actuator. MEMS DMs

based on this high-stroke actuator can offer
vertical strokes up to tens of microns with kHz
response time.

2. Identified a technical approach to improve the
mirror surface quality and optical fill-factor of
existing MEMS DM prototypes. Technologies
developed will also be applied to the high
stroke device.

High-Stroke Actuator Design

Existing MEMS DM designs suitable for AO appli-
cations are based on the parallel-plate electrostatic
actuation principle. These devices have the advan-
tage of low power dissipation, fast response time,

and compatibility with standard MEMS fabrication
process. Actuation ranges of these devices are
limited to ~1 µm with reasonable actuation voltages.
These devices are therefore best suited for single
wavelength or low-stroke AO applications. In some
cases, a hybrid AO system architecture with a low-
order standard DM coupled with a high spatial reso-
lution MEMS DM could extend the dynamic range.
Another approach to extend the dynamic range is to
design MEMS DM devices based on a high-stroke
actuator (greater than 4 µm). 

We have analyzed a variety of actuation
concepts to achieve high stroke. Actuator
concepts analyzed included piezoelectric (bulk-,
fiber-, and thin film-based), electromagnetic, and
capacitive. We have selected a design based on
the vertical comb capacitive actuator (Fig. 1)
from among the various designs analyzed.
Vertical comb actuators have the potential of
allowing up to tens of microns stroke with very
low power consumption.

Fabrication of these actuators has been made
possible by the recent acquisition of an STS deep
silicon etcher at LLNL. The simple four lithography
step fabrication process we have developed for this
design solves long-standing challenges in microfab-
rication and addresses deleterious lateral actua-
tion forces. Mechanical and electrostatic calcula-
tions show large actuation can be achieved with
reasonable voltage. Figure 2a shows the pull-in
force as a function of voltage for a vertical comb
with geometry shown in Fig. 2b. For 50 V, the
force is approximately 0.01 µN/µm. To determine
the total force, this number must be multiplied by
the total length of drive fingers. For example, if
there are ten 200-µm-long fingers, then the force is
(0.01)(10)(200) = 20 µN. This is enough force to
achieve a 4-µm stroke for our existing design.
Further optimization of our suspension design will
increase the stroke. For comparison, the gravita-
tional force on a solid piece of silicon 50 µm ×
50 µm × 5 µm is 0.3 nN. Risk reduction experi-
ments addressing a potentially difficult Si-etching
step in the STS etcher were successful.

Au-to-Au Compression Bonding
of Mirror Membranes

The two most critical issues limiting the applica-
tion of current prototype MEMS DMs are surface
quality and the fill factor. There are currently no
available devices that meet minimum requirements
for LLNL AO applications. Even for the most
advanced MEMS DM prototypes, significant
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Figure 1. Conceptual picture of a vertical comb actuator.
Details of our design are not shown here.
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improvements are needed to make them useful for
LLNL AO applications. Our goal is to accelerate
MEMS DM development in collaboration with external
groups to produce a working device for evaluation in
the LLNL advanced AO test-bed. We have established
collaboration with Major Cowan at the Air Force
Research Laboratory at Wright-Patterson Air Force
Base. The Cowan MEMS DMs are the most advanced
in terms of quality, reliability, and availability.

We are improving MEMS DM surface quality by
performing post-processing on Cowan devices by
adding a final mirror surface to the foundry fabricated

actuator array. Figure 3 shows a 12-×-12 array
Cowan microactuator with a 203-µm period. These
actuators have up to 0.7 µm vertical stroke. The
90-µm circular post in the middle of each actuator
is designed to accept the bonding of a continuous
or pixilated mirror facesheet.

The technique we are using for bonding our
mirror facesheet is an Au-to-Au compression bond-
ing technique developed at BSAC for micro-compo-
nent transfer processes. This bonding technique is
superior to other micro-component transfer
processes in a number of ways: (1) it is a room
temperature process; (2) it does not require atomi-
cally clean or smooth interfaces; and (3) it does not
require large bond bumps as does solder bump tech-
nology. This last advantage makes the technique
suitable for fabrication of MEMS structures with
small features. The ability to develop the technique
with single die (chips) greatly reduces the cost and
lowers the development risk by maximizing the
number of experiments that can be performed at
reasonable cost. 

We have selected a multilayer stack to serve as
our mirror facesheet. Experimental data show we
can accurately tune the stress of this multilayer
during and post deposition, thus allowing us to
precisely control the mirror flatness. Since the
mirror facesheet is fabricated in a separate process,
what we do with them (such as high temperature
anneal) will not affect the properties of the actuator
and circuitry structures. Some of the fabrication
challenges included electroplating uniform arrays of
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high-aspect ratio Au bumps for bonding process.
Figure 4 shows a uniform array of 11-µm-tall Au
bumps that were electroplated onto a continuous
mirror facesheet. 

In Fig. 5, the 1.38-µm mirror facesheet has been
pixilated, resulting in a 12-×-12 mirror array. The gap
between each mirror element will be reduced in the
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Figure 4. Photograph of a 12-×-12 array of 11-µm-tall electro-
plated Au bumps sitting on a continuous mirror facesheet.

Figure 5. Photograph of a portion of a continuous multilayer
facesheet that has been pixilated to a 12-×-12-µm mirror
array. A group of four 11-µm-tall Au bumps used to bond are
located in the center of each mirror element.

future by using our high-resolution projection aligner
to do the lithography. We have successfully bonded
mirror facesheets to Au-coated Si wafers. The bond
has greater than 9 MPa tensile strength (we have not
tested the bond to failure) and endured greater than
6 h of hydrofluoric acid release bath without failure.
We are currently working on the release process.
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Introduction

High-voltage photovoltaic arrays are being
developed as a means to provide power via fiber
optics for a variety of applications. Figure 1
shows an example of high-voltage arrays which
have been previously fabricated and tested. The
limitation has been a collapse of the voltage
across each component of the array, thereby
degrading the overall voltage generated by the
entire photocell. This collapse is believed to be

due to excess leakage current being generated
between the rows of the diode array having oppo-
site polarity as the rows are placed in parallel
(Fig. 2a), which results in a maximum voltage
difference of 180 V at the unconnected ends of
adjacent diode array rows (1 V/diode ×
90 diodes/row = 90 V differential/row).

Thus, with a distance of 300 µm between adja-
cent rows, the field strength between certain
portions of each row is high enough to inject
current into the substrate, resulting in a leakage

FY 99 2-15

We have generated high-voltage power directly with an array of low-voltage photocells. The
concept is to optically illuminate an array of photocells in parallel. While the low-voltage power
generation of approximately 6 V has been previously demonstrated with commercial photocells
using this approach, many program applications at Lawrence Livermore National Laboratory
(LLNL) require the generation of significantly higher voltages (hundreds to thousands). Previous
efforts have shown the generation of 1200 V using discrete arrays of GaAs diodes. A limitation in
voltage scaleup and forming a compact, integrated photocell is excessive leakage current due to
parasitic electric fields as arrays of series diodes are placed in parallel to minimize footprint. The
result is a collapse of the voltage across each component of the array, thereby degrading the overall
voltage generated by the entire photocell. To demonstrate an integrated photocell array, we are
developing a current isolating buffer layer integrated with the diode array.

Jeffrey D. Morse and Gregory A. Cooper
Electronics Engineering Technologies Division
Electronics Engineering

Karla G. Hagans
Defense Sciences Engineering Division
Electronics Engineering

180 V

Figure 1. Photocell.
High-voltage array
developed to provide
power via fiber
optics.
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current path between adjacent rows. The problem
can be solved by physically separating adjacent
rows and connecting the leads at each end by a
wire, thus isolating the substrates electrically, as
illustrated in Fig. 2b. However, this approach is
not consistent with increasing the overall voltage
of the array and reducing the footprint. An array
having current isolating buffer layers between the
diode structures and the substrate provides an
integrated solution to the problem.

Progress

To reduce or eliminate the leakage current
between adjacent rows, a current isolating buffer
layer is required. Since the photocell array is
fabricated using the gallium arsenide (GaAs)

materials system grown by metallorganic chemical
vapor deposition (MOCVD), the natural approach
to reduce substrate leakage current is to incorpo-
rate a layer between the substrate and diode
structure which acts as a barrier to current flow.
For this work, the growth of aluminum arsenide
(AlAs) epitaxial layers on the substrate provides
an offset in the conduction and valence bands at
the GaAs-AlAs interface, as illustrated in Fig. 3a.
As the voltage across the structure increases,
causing the bands to bend, the path of flow of
electrons is impeded by this band offset, until the
effective distance across the barrier becomes
small enough such that the electrons can tunnel
through the barrier (Fig. 3b), at which point the
current has an exponential dependence on voltage.
Intuitively, the thicker the barrier layer, the higher
the voltage at which the electrons begin to
conduct current.

Test structures were grown on semi-insulating
GaAs substrates by MOCVD. An AlAs film was grown
first, varying in thickness from 200 Å to 2 µm, followed
by 5000 Å N+ GaAs to provide an electrical contact.
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Test devices were fabricated by forming a mesa ridge
structure on which a contact metal pad was patterned.
The current vs. voltage characteristics were then
measured as a function of distance between the elec-
trodes. These results are shown in Fig. 4.

From the data, it can be seen that the voltage
or electric field at which the current begins to
conduct significantly increases as a function of
AlAs layer thickness. A similar comparison
presented on a log-I plot (Fig. 5) shows the leakage
current is reduced by 3 to 5 orders of magnitude
as the buffer layer thickness increases.

Additional buffer layers based on the low temper-
ature growth of GaAs (LTB-GaAs) by molecular beam
epitaxy (MBE) was investigated. The LTB-GaAs has
the property that the crystal lattice of the MBE layer
has a significant level of naturally occurring defects
which act to trap any charge which is injected into it,
yet retains adequate crystalline properties such that
high quality layers can be grown on top of it. Similar
structures were fabricated in 1-µm-thick
LTB-GaAs layers. The resulting current/voltage char-
acteristics are shown in Fig. 6 where a current of
only a few nanoamps is exhibited at 200-V bias, thus
the current is essentially eliminated.

Future Work

We are proceeding to the fabrication and testing of
the entire high-voltage photovoltaic array with inte-
grated buffer layers as discussed above. Both AlAs and
LTB-GaAs layers are being investigated, and will likely
provide an integrated solution to next generation high-
voltage photocells for applications at LLNL.
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icrofabricated Flow Cell for DNA Analysis
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Introduction

We have microfabricated a flow cell for investi-
gating the interaction of various proteins with DNA
molecules. The objective was to produce a flow cell
with microchannels such that two fluid streams
could be made to converge under laminar flow
conditions, with mixing occurring only by diffusion
across the interface between the two fluids. The top
surface of the cell was required to be thin (0.007 in.)
to enable visualization within the channel using a
confocal microscope. An additional specification
called for the cell to be made of a material with low
background fluorescence. The challenge was to
devise a fabrication scheme that did not introduce a
fluorescing or optically-diffusing layer in the illumi-
nation or viewing path.

Progress

A new process was developed to fabricate flow
cells having high optical clarity, with the channels
formed in such a way as to produce a smooth
surface which does not scatter the illuminating
laser beam. The original plan was to investigate
quartz as a material for the flow cell. However,
Lawrence Livermore National Laboratory has
considerable expertise in etching smooth
microchannels in borosilicate glass substrates (20
to 40 nm roughness for 20-µm-deep channels), and
the glass was found to have low autofluorescence at
the desired wavelength. 

Figure 1 illustrates the fabrication process.
Twenty-micron-deep flow channels were photolitho-
graphically patterned in 1.1-mm-thick borosilicate

glass substrates. Holes were wet-etched through
0.007-in. cover slips for fluid ports. These two
substrates were placed in contact, and a low
viscosity UV-curable epoxy was introduced along
the edge. The epoxy wicked in between the
substrates under capillary forces, but stopped at a
moat that surrounded the flow channels. Using this
approach, no epoxy layer was present in the optical
pathway. The sandwich was then exposed to UV
radiation to cure the epoxy. Finally, HPLC tubing
connectors were bonded to the fluid ports using
Ablestick sheet adhesive.

The flow cell was connected to a syringe pump
and tested under pressure, and no leakage was
observed. The cell proved to be superior to previous
designs, with improved optical clarity and low back-
ground fluorescence. 

High-resolution images of DNA condensing with
this flow cell were recorded.
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We have microfabricated a flow cell for investigating the interaction of various proteins with DNA
molecules. The cell proved to be superior to previous designs, with improved optical clarity and low
background fluorescence.

Peter Krulevitch and Laurence R. Brewer
Electronics Engineering Technologies Division
Electronics Engineering

Figure 1. DNA flow cell fabrication process.
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Introduction

Beginning in 1995, LLNL began to focus on
stroke as an area where its expertise in lasers,
optics, computer modeling, and micromechanical
systems could be used to develop treatments where
few options were available. The MTC and MTP have
invented several microtools that fit through micro-
catheters (0.5-mm inner diameter) including micro-
grippers, microcauterizers, micro-biopsy devices
and microsensors. 

A mechanical release mechanism to deposit
coils into brain aneurysms resulted in a major
cooperative research and development agreement
(CRADA) and to date the animal tests have been
100% successful. 

Microfluidics has also been a core competency
at LLNL. Several microvalves have been developed
over the last five years. The integration of
microvalves onto microcatheters would be a
natural evolution of this technology. A manager at
Boston Scientific made the request to implement a
microvalve at the tip of their microcatheters for
depositing therapeutic fluids into brain AVMs.
Current methods use an external shut-off valve
that leaves undesirable residual traces. As we
develop a proof-of-concept prototype, a collabora-
tive effort is likely. 

Another application of microvalves on micro-
catheters is to position and steer the distal tip of
microcatheters within the blood vessels.

Progress

Several design options were considered for a
microvalve to attach to the distal tip of a micro-
catheter. One of the designs that was tested was a
one-shot valve consisting of a shape memory poly-
mer (SMP) tube that is initially set to a closed posi-
tion by heating it above its glass transition temper-
ature Tg, crimping it shut, and allowing it to cool
and form to the closed shape. Actuation of this tube
is accomplished by optically heating the pigment-
dyed polymer with a laser via an optical fiber. A
SMP tube with 460-µm outer diameter and 50-µm
wall thickness was extruded and tested to deter-
mine the opening force against a spring-loaded
transducer. Tests confirmed the validity of a SMP
microtube valve as the tube produced ~20 mN of
radial opening force from a fully closed loading
condition. After opening and allowing the tube to
cool below its glass transition temperature, it could
withstand >160 mN of radial force before crushing
to half of its original diameter. The behavior of
these tubes is illustrated in Fig. 1, and the data
from the experiments is displayed in Fig. 2. 
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We have invented and are developing microvalves compatible with microcatheters for interven-
tional neuroradiology applications. The main goal was to control the flow rate of fluid injection into
the brain arteries with inner diameters as small as 1 mm. The applications are for the deposition of
therapeutic material to close off arteriovenous malformations (AVMs) or for localized drug delivery.
This technology is aligned with core competencies in microfluidics and advanced packaging at
Lawrence Livermore National Laboratory (LLNL)’s Microtechnology Center (MTC). The project has
also supported LLNL’s Medical Technology Program (MTP).

Kirk P. Seward
New Technologies Engineering Division
Mechanical Engineering

Amy W. Wang and Abraham P. Lee
Electronics Engineering Technologies Division
Electronics Engineering
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A second valve design using molded SMP was also
investigated. This design draws from typical micro-
machining capabilities to create mold cavities in sili-
con and glass wafers and then to use these molds,
male and female, to create intricate polymer shapes
with high repeatability and extremely tight tolerance.
The valve, illustrated by the axial cross-section seen
in Fig. 3, looks much like a micro-sombrero with the
top of the hat cut off to allow fluid flow. It has there-
fore been dubbed the “sombrero-valve.” 

The valve is operated by optical heating and
fluidic pressure changes. While at ambient tempera-
ture, the valve has 200× the stiffness as when it is
heated above the glass transition temperature by the
optical fiber laser. Fluid flow is therefore not inhib-
ited because the valve retains its stiffness. Upon
heating, however, a high enough pressure difference
across the orifice of the valve will close or open it,
depending on the direction of the pressure drop. This

design for a bistable valve that can be used to
precisely control the flow of fluids through the distal
end of a microcatheter has not yet reached proof-of-
concept, but the molds are nearly completed, at
which time the valves can be created and tested.

Summary

Through our effort on this project, we have met
the following milestones:

1. Two new bio-compatible microvalve technologies
have been conceived that use the properties of
SMPs to create molded or extruded valves to be
fit onto catheter tips. The extruded valves have
been reduced to proof-of-concept, while the
molded valves are being processed.

2. One record of invention (IL-10569) has been
filed for the sombrero valve and a second record
of invention is being written for the one-shot
tube valve.

3. An NIH proposal has been submitted with the
collaboration of SUNY-Buffalo to design addi-
tional SMP BioMEMS devices for catheter-
based surgery.

4. Processing knowledge to extrude and mold SMP
and to create silicon and glass “micromolds” was
gained and mold cavities are near completion.

We are currently taking steps to develop proof-of-
concept devices so that patents can be more avidly
pursued and collaborations can be realized with
medical device companies.
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icroelectromechanical-System-Based Fuel Cell 
for Microscale Energy
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Introduction

Miniature fuel cells are receiving renewed inter-
est for applications in portable power generation.
Fuel cells store energy as fuel rather than as an
integrated part of the system, which is the case with
batteries. Therefore, fuel cells can potentially exhibit
significantly higher energy densities in comparison
to other energy storage devices. 

While this power source has been demonstrated in
bulk for higher power portable applications (50 to 500 W),
effective scaling of fuel cell systems has not been
demonstrated for low-power applications (<1 to 20 W).
Present applications in portable power include the full
range of consumer electronics, such as cell phones,
laptop computers, video camcorders, and radios. New
applications in portable power span the range of
power consumption from micro, as in long duration
sensors and remote communication devices, to macro,
as in light-weight packages for use in the field.

Present requirements for autonomous remote
sensors and communications devices for the intelli-
gence community and the military are for power
sources having extremely long shelf life and operating
times, which are not presently available from battery
technologies. The demonstration of a novel, high-
performance power source will provide a mission-
enabling technology that will expand the range of

applications for electronic sensors and communication
devices in intelligence gathering, military, and
commercial applications. Furthermore, demonstration
of the viability of this technology will accelerate the
prototype system development time cycle, thereby
expediting the deployment for realistic applications.

Progress

Technical Concept

The MEMS-based fuel cell is conceptually illus-
trated in Fig. 1, with an expanded detailed schematic
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We have investigated a novel approach to a miniature fuel cell power source by combining thin-film
solid-oxide or proton-exchange-membrane electrolyte-electrode materials with microelectromechanical
system (MEMS) techniques to integrate a fuel-cell stack monolithically on a manifolded host structure.
This will enable a scalable, portable fuel cell power source system for a broad range of applications
having requirements in the <1 W to >10 W regime. The MEMS approach offers a direct means to inte-
grate the fuel cell stack with required manifolding and fuel delivery system, while providing the means
to control the performance of the power source for specific applications. Results describing our
progress in the fabrication, integration, and testing of MEMS-based fuel cells are presented below.
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Figure 1. Schematic illustration of MEMS-based fuel cell concept.
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of the thin film assembly approach in Fig. 2. This
approach represents a completely new method for
fuel-cell technology, potentially circumventing several
problems traditionally associated with fuel cells,
while further opening up a new range of applications
for fuel cells as portable power sources. The MEMS-
based fuel cell offers advantages in terms of manu-
facturability, fuel flexibility, reduced temperature of
operation, and higher specific energy in comparison
to other fuel-cell and battery technologies.

A further advantage of a thin modular design is
the direct stacking of individual fuel cell modules, as
shown in Fig. 3, enabling applicability to a wide
range of power requirements.

The impact of the proposed effort is that a new,
miniature power source will be established which
provides an alternative to battery technologies,
providing lighter weight, longer life, and potentially
lower cost of portable power. This provides new func-
tionality for use of sensor systems under development
at Lawrence Livermore National Laboratory (LLNL)
and the military for autonomous and manual use in
the field. This technology will ultimately find its way
into the commercial sector for portable electronics,
and will open new markets for US manufacturers.

Experimental Results

Our efforts during the past year1–5 were to deter-
mine the viability of thin-film MEMS-based fuel-cell
technologies. These efforts have demonstrated the
fabrication and initial operation of both solid-oxide
and proton-exchange-membrane (PEM) electrolytes
in fuel cells, monolithically integrated on silicon
chips having micromachined manifold systems. 

In developing the fabrication process we have
addressed several issues associated with the integra-
tion and performance of a fuel-cell stack, microma-
chined fuel manifold, and flow field structure. This
was accomplished by creating a thin-film porous-
anode structure using photolithographic and etching
techniques, combined with micromachining of silicon
to form a free-standing fuel-cell membrane.

Photographs of these structures are shown in
Figs. 4 and 5. Similar structures have been formed in
the cathode layer by a comparable method. This
allows the rapid diffusion of fuel and oxidant through
the electrode structures to the electrolyte interface,
as well as the exhaust of reaction byproducts (water).

A test fixture, illustrated in Fig. 6, was constructed
to enable manifolding of fuel and oxygen to the anode
and cathode respectively while the entire assembly
was positioned in a furnace. Thus, the fuel-cell struc-
ture on the micromachined silicon chip was mechani-
cally stabilized as the temperature was increased.

The fuel cell performance was measured by
sweeping the voltage applied across the electrodes
and measuring the current drawn from the power
supply. The current-voltage characteristics for both
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Figure 3. Power scaling by stacking of fuel cell modules.
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Figure 2. Schematic illustration of MEMS-based fuel cell thin
film assembly.
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the PEM and solid-oxide fuel cells (SOFC) at various
temperatures of operation are shown in Figs. 7 and
8, respectively. From a technical standpoint, there
are several key points to be drawn from these data.
First, the PEM thin-film fuel cell operates over the
temperature range from 50 to 90 °C, with a cell
overpotential exhibited at room temperature. The
fuel used for these tests was dilute hydrogen (4%) in
argon, for safety reasons. For the PEM device,
steam was added to the fuel feed, since the elec-
trolytes require water to be retained in the
membrane for adequate proton conduction.

Perhaps more compelling is operation of the
solid-oxide thin film fuel cell over the temperature
range 250 to 320 °C. The SOFC used a porous
nickel anode, yttria-stabilized-zirconia electrolyte,
with a silver cathode, all deposited using vacuum
sputter-deposition techniques. The free standing
SOFC membrane was tested using dilute (4%)
hydrogen fuel, with the resulting current voltage
characteristics plotted in Fig. 8. This is the
lowest temperature of operation reported to date
for a SOFC, the advantage offered by using thin-
film components for the electrode and electrolyte.
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2 mm

Figure 5. Bottom view of Ni anode layer deposited on the
substrate platform, imaged using scanning electron microscopy.
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Figure 4. Top view of 0.5-µm thick Ni anode layer, imaged
using scanning electron microscopy at higher magnification.
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Future Work

Our efforts continue to optimize the process inte-
gration of the electrode/electrolyte material and
structure for both the PEM and SOFCs. We are test-
ing at fully-concentrated hydrogen fuel, and develop-
ing a computational modeling capability that will
enable optimal design and thermal isolation
approaches for the fuel cell. This is of particular
importance now having demonstrated the operation
of SOFC technology in the 250 to 320 °C range,
which is thermally compatible with a wider range of
materials for packaging, wafer bonding, stacking,
and fuel delivery and control. We will begin the
design and test of integrated resistive heaters based
on the thermal modeling results. The primary focus,
entering FY00, will be the integration, packaging,
and stacking of several fuel-cell modules to demon-
strate a power source at nominal voltage and current
output of 3 V and 300 mA. Additional investigations
will look at the use of hydrocarbon fuel and the fuel-
cell design optimized for overall power efficiency.
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oxide (Ni/YSZ/Ag) fuel cell with 4% dilute hydrogen fuel.
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Introduction

Present MEMS projects at LLNL require the capa-
bility to etch high-aspect-ratio, anisotropic struc-
tures in bulk silicon, which is critical for continued
development of  silicon MEMS-based technologies.
This need has been addressed with the acquisition of
an STS Plasma Etch system. While the system has
validated processes for a specified set of structures
and mask selectivities, we expect requests for
numerous custom designs. Each design will require
time and effort to optimize the process to achieve
the desired results. In other words, the etch
processes are not simple turn-key approaches, and
each custom design will require variations in the
operating parameters of the system.

The basis for the deep anisotropic etch capability
of the STS Plasma Etch System is an iterative cycle
of plasma etch and passivation layer deposition
steps. A masking layer is formed from either a thick
photoresist or a silicon-dioxide layer (3 to 6 µm) on
a silicon wafer, and is subsequently patterned using
photolithographic and etching techniques to expose
the silicon surface pattern to be etched. 

The actual silicon etch process in the STS
system begins with a brief etch step in which the
silicon is etched on the order of 1 to 2 µm, followed
by a passivation step. During this step in the cycle,
the gas composition and power levels are adjusted
such that a Teflon -like polymer is actually

deposited, and no silicon is etched. With appropri-
ate power and pressure during this portion of the
cycle, the sidewalls of the etched structure will be
coated with a thicker passivation layer than the
bottom. As the cycle iterates to the etch step, the
silicon is etched preferentially downward because
the sidewall passivation prevents lateral etching.
The key is to iterate the etch and passivation steps,
each with specific durations, such that the desired
relative profile is achieved.

Competing requirements include etch rate, selec-
tivity of etching silicon over mask material, critical
dimensions and aspect ratio of the features being
etched, and effective area of silicon being etched.
Thus, small variations in a given design can signifi-
cantly complicate the etch procedures.

Progress

For initial process development, three specific
project requirements were selected, each having
different critical requirements to be achieved from
the deep anisotropic etch capability. The first is a
new impedance sensor fabrication process for the
dielectrophoresis project, which used our STS deep-
trench etcher to etch 20-µm channels with vertical
walls in a silicon substrate. The first step was to
back-etch the silicon with the STS etcher to make
the fluid input and output ports and electrical
contact openings, followed by the growth of 0.2 µm

FY 99 2-27

We have developed new, customized silicon etch processes to fabricate deep, anisotropic
microstructures in support of present and future microelectromechanical systems (MEMS) projects at
Lawrence Livermore National Laboratory (LLNL). The processes were established in the STS Plasma
Etch system which uses sequential etch and passivation steps to achieve high etch rates for silicon,
selectivity in etching silicon over silicon dioxide or photoresist masking materials, and highly
anisotropic, high-aspect-ratio features.
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of thermal oxide on the silicon for electrical insula-
tion. Subsequently, electrodes are formed down the
sidewall of the etched channel; thus, it is critical to
achieve a uniform, smooth sidewall surface. 

The initial process used a standard etch procedure
to form the channels with nominally vertical sidewalls.

Upon further inspection, the sidewalls were
heavily scalloped, as shown in Fig. 1. To solve this
problem and create a smoother sidewall surface,
the etch and passivation steps were reduced to

where the etch step only proceeded to the point at
which the sidewall passivation was removed.
While this had the overall effect of reducing the
etch rate, it eliminated lateral etching, which
resulted in the scalloped profile. Figure 2 illus-
trates the final structure with sidewall metalliza-
tion down into the channel.

The second process investigated the fabrication
of a test structure for a high-sensitivity accelerome-
ter for the wireless sensor project. The critical need

Engineering Research Development and Technology2-28

(a) (b)Figure 1. Channels
formed with stan-
dard etch procedure.
Note the heavily 
scalloped sidewalls.

(b)(a)Figure 2. Final struc-
ture, with sidewall
metallization into the
channel.
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for this device is an interdigitated finger structure,
as illustrated in Fig. 3a, in which the fingers are
perfectly straight structures through the entire sili-
con wafer. The critical dimension shown in the
blown-up illustration in Fig. 3b is 14 µm. The initial
process that we used was limited as the depth
approached ≥250 µm because the trench would
become significantly narrower towards the bottom.

To improve this, the passivation step time was
reduced, and the process pressure was increased as
the trench depth approached this range. These
changes enabled the process to achieve straight
sidewall trenches to a depth of 280 µm (14:1 aspect
ratio), as shown in Fig. 4, but fell short of the
required 380 µm of the full silicon wafer. Thus, a
hard limitation in aspect ratio was determined, and
in this case the structure had to be redesigned with
larger critical dimensions (20 µm).

The final process investigates the opposite situa-
tion in which a larger trench or via of silicon is
etched while leaving a narrow, high-aspect-ratio
wall remaining. In this case, a large (1-in. square)
array of 100-µm-×-100-µm vias having 20-µm sepa-
rations was etched (Fig. 5). The initial processes
resulted in undercutting of the wall structures at
fairly shallow depths, leaving a grid structure
suspended over a large well. By increasing the
passivation step time, the lateral etching was elimi-
nated, and the wall profile was completely vertical.
Figure 6 illustrates the cross section of a wall
structure remaining between two etched cavities.
The trench is etched to approximately 300 µm in this
case, and features are presently being etched
through entire silicon wafers (500 µm). Problems
still remain in achieving a smooth bottom to the
etched cavity as the entire wafer is etched, likely as
a result of scattering of the ions off the oxide layer
on the back of the silicon wafer, resulting in lateral
etching of the trench.
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Figure 4. Channels with straight sidewall trenches to a depth
of 280 µm (14:1 aspect ratio).

(b)

(a)

Figure 3. (a) Interdigitated finger structure. (b) Enlargement of
(a), with critical dimension 14 µm.
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Future Work

Several processes have been established for the
STS Plasma Etch system which enable deep,
anisotropic etching of silicon structures for MEMS
applications. Our understanding has improved as to
which subtle changes in parameters affect the final
etch profile and structure. While several key issues
remain to be resolved, this effort has provided an
important database which will reduce the process
design cycle for MEMS projects requiring this capa-
bility, and further provide critical design rules and
methodologies for future projects.
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Figure 6. Cross-section of wall structure between two etched
cavities.

(b)

(a)

Figure 5. Etching of silicon trench: 1-in. square array of
100-µm-×-100-µm via with 20-µm separations.



icromechanical Characterization
Tools for Highly-Filled Polymers
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Introduction

The mechanical properties of highly-filled poly-
mers (HFPs) are generally dominated by the prop-
erties of the binder, because the binder is still a
continuous phase, even at low concentrations. An
example of this effect is shown in Fig. 1. Here,
the mechanical properties of a representative
PBX are shown to be highly dependent on rela-
tively small changes in temperature. This particu-
lar system is composed of 95% high explosive
(HE) crystals and 5% binder. Over the tempera-
ture range shown, the HE crystals experience no
significant change in properties, whereas the
binder experiences significant mechanical prop-
erty changes. This is in large part because the
binder has a glass transition temperature that
falls within the range of operation.

In general, HFPs are highly time-dependent and
nonlinear, with typical applications at Lawrence
Livermore National Laboratory (LLNL) requiring
more than 30 years of expected service. Long-term
modeling will require accurate thermo-visco-
elastic/plastic material models with the ability to
capture microstructural/in-situ properties of the
constituents. Developing material models that can
relate constituent properties to macroscopic
composite properties has considerable benefits,
especially in the case of energetic materials.
Characterizing the polymer binder independently is
simpler and with PBX, poses no safety concern.
These tools would also facilitate the incorporation in
models of any identifiable chemical or physical aging
mechanisms, thus forming a solid foundation for
conducting accelerated aging studies on these mate-
rials. Furthermore, this suite of tools and models
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We are attempting to characterize and model the micromechanical response of highly-filled poly-
mers. In this class of materials, the continuous plastic binder used to bond the highly-filled material
dominates the observed viscoelastic response. As a result, realistic lifetime analysis of these materials
will require a thorough understanding of the contribution of the plastic binder. In support of our activi-
ties we have explored numerous techniques to characterize the microstructure of these materials. 

We have made progress in developing an appropriate micromechanical constitutive modeling
framework, based on a finite-element method incorporating a cohesive zone model to represent the
binder contribution within a Voronoi tesselation mesh structure for plastic bonded explosive (PBX)
grains. A second modeling approach was used to incorporate analytical micromechanics (generalized
self-consistent schemes). However, preliminary theoretical analysis strongly suggested that this
approach would be invalid for extremely high-filled systems like PBX.
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will enhance the prediction of the mechanical
response of new HFP formulations, which in turn,
could reduce the qualification time for the replace-
ment of material components.

This paper will discuss our efforts to characterize
the local microstructure, to measure in-situ proper-
ties of the local volume, to measure binder
constituent properties, and to perform microme-
chanical modeling.

Progress

Microscopic Characterization of the
Local Volume

This task is associated with developing tools for
determining the local microstructure of HFPs. In
extremely high-volume filled polymers like PBX, it
has been difficult to distinguish the location of the
binder phase. Traditional surface microscopy has
not been very useful. The example shown in Fig. 2
represents a Los Alamos National Laboratory
(LANL)-developed polarized light microscopy image
of a very thin wafer of PBX (which required consid-
erable effort to produce).

Micro-computed x-ray tomography has been
explored, but proved to lack the resolution necessary
to clearly identify the binder. The best resolutions
available are 3 to 5 µm, which falls short of the
requirement by better than an order of magnitude.  

Atomic force microscopy (AFM) was also
explored, but suffered from having incompatible tip
designs for probing and identifying soft binder
between the grains of HE crystals. 

To improve our ability to characterize the local
microstructure of PBX, this project applied the
majority of its funding to purchase a new type of

scanning electron microscope (SEM) that can image
organic materials without the need to apply a thin
layer of conductive coating such as gold. With regard
to coating, our concern has been that the conductive
coating would mask some of the microstructural
features of interest. The SEM purchased was an LEO
438 Variable Pressure System (Fig. 3). LEO is the
new name of Cambridge Instruments (developer of
the first commercial SEM). This facility has only
recently been approved for HE work. Some of the
images that we have obtained with this system are
shown in Fig. 4a–f. 

Figure 4c represents our first attempt at imag-
ing a polish surface of LX17. This surface was
hand-lapped in an ice water bath to improve KELF
polishing. We believe that the lighter material is the
KELF binder. It appears light in this image due to
electron charging.

To further enhance our imaging capabilities we
are exploring stereo image capture and rerendering
within the SEM. Modern software and tools devel-
oped for the computer gaming industry have made it
very user friendly within the PC environment. Our
preliminary work with 3-D imaging on filled organics
and mock explosives reveals significantly greater
depth of field information.

We also intend to explore tagging the binder with
a stain or a higher density element during process-
ing to enhance its contrast relative to the filler.

In-situ Property Characterization

A relatively new technique, “Atomic Force
Microscopy with Nano-Indentation,” was explored
to investigate the in-situ response (that is, to
measure force deflection behavior) on mock HE. It
became apparent quickly that current probe
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designs are grossly inadequate to determine the
required in-situ properties. What is needed is to
reduce the size of the probe diameter while at the
same time increasing the probe length.
Concurrently, we must also reduce applied forces
from micronewtons to nanonewtons.

An effort was initiated to develop our own nano-
indentation system around a newly designed, high-
aspect-ratio probe tip. Hardware was purchased for
what was expected to be our base system founda-
tion, including three stages of nanometer motion
control as well as hardware to develop a stereo
microscopic viewing system for positioning the
nano-indentation probe on the material.

Initially, we planned to measure the viscoelastic
properties of the binder material in its position
surrounding the HE. To do this, a special probe was

needed to apply a constant force on the binder mate-
rial and measure the displacement as a function of
time. It is expected that the material will yield plasti-
cally as well as creep. We will also apply a constant
strain to the material and monitor the relaxation in
force required to maintain this strain. The forces,
displacements, and time constants resulting from
these measurements will be used in developing
micromechanics models.

With limited funding, we have made some
progress in the development of the tool set. In some
sense, commercial technology has passed us by,
with the newly available nano-indentation systems.

We continued development of the high-aspect-
ratio tip. For our applications, we need a probe with
a circular contact area having a diameter of 0.1 µm
and a shaft length of 2 µm. Silicon micromachining
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(a)  

 

(b)   (c)

Figure 3. (a) LEO 438
Variable Pressure
Scanning Electron
Microscope; 
(b) configured in
remote operation for
high explosives; 
(c) scanning chamber
open, revealing high
explosive filters on
turbo pump.
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was used to fabricate this probe. The tip has a
radius of ~1.5 nm. Just recently this new nano-tip
was installed in a traditional AFM. Our recent scans
on mock HE have been very encouraging, with the

results shown in Fig. 5. In these results, shading is
used to denote surface height.

Additional progress has included demonstration
of stereo microscopic imaging tools, as well as
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(a) Clusters of TATB particles

  

(c) LX17-1 polished surface   

(e) Torsion failure surface of foam (f) A filled foam

(b) Individual TATB particles

(d) PETN particles used in detonators

Figure 4. SEM images obtained with LEO 438 Variable Pressure Scanning Electron Microscope. All of the pictures shown were
obtained without conductive coatings. 
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development of a baseline labview control system
for the nano-mover stages.

Characterization of Binder Constituent
Properties

The objective of this task was to determine the
mechanical properties of the individual constituents
for the selected material systems. For the case of

PBX, our focus was on characterizing the response
of the KELF binder used in LX17. Other groups are
attempting to characterize the elastic properties of
the explosive crystals. Characterizing the mechani-
cal response of binders is not a trivial task. These
materials are very soft and require self-supporting
grips to prevent premature deformation or bending
of the specimen. Furthermore, since the glass tran-
sition temperature is spanned by the operating
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temperature of this system, temperature control
during testing is very critical. This has required the
installation of water bath temperature controls for
maintaining temperature stability, especially at any
temperatures near and below 22 °C. 

A suite of thermal creep data has been generated
on the KELF binder. These results are shown in
Figs. 6 and 7. This data was converted into compli-
ance data as shown in Fig. 8.

For use in finite-element material modeling
codes, compliance data must be recast into relax-
ation modulus data using the following inversely
proportional relationship:

where D(s) is the creep compliance in Laplace
space, E(s) is the relaxation modulus in Laplace
space, and the ~ indicates the Carson transform.
The inverse Laplace transform (ILT) was taken
of E(s) to get the relaxation modulus as a func-
tion of time. The ILT was performed two different
ways—analytically, and using Schapery’s Direct
method.1 The different curve fits and different
ILT methods were used to make comparisons
and thereby decide which method would be the

  
˜ ( ) ˜( )

E s
D s

= 1

best. The predicted relaxation moduli are shown
in Fig. 9.

Since the values of the relaxation moduli at the
different temperatures differ so greatly, the higher
temperatures do not show up well on Fig. 9.
However, this graph shows the potential for making
the master curve of the binder. By using a shift factor
and a time scaling factor for the relaxation moduli at
different temperatures, the master curve can be
obtained for the binder. The shift factor is typically
calculated using different methods for above and
below the glass transition temperature (Tg).2, 3

Below Tg, the Arrhenius relation can often be used:

where aT is the shift factor, ∆F is a constant acti-
vation energy per gram mole when R = 1.987
(cal/g-mole K) and TM is the reference temperature.
Above Tg, the WLF form is often used:

where C1 and C2 are constants. Tg of this material is
around 25 °C, so all except the 35 °C data will be
shifted using the Arrhenius form. 
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These transformations are made to model the
thermorheologically simple thermoviscoelastic
material properties of the PBX.

Micromechanical Modeling

In our micromechanical modeling effort we are
assessing the merits of two different approaches:
analytical micromechanics (a composite spheres
model) and finite-element analysis. Common in all
methods is the desire to develop a representative
local volume element of material. Theoretical

analysis of the former analytical approach suggests
that method would be inappropriate for modeling
extremely highly-filled systems like PBX. The
discussion of this is given below.

Inefficiency of Analytical Micromechanics
(Composite Sphere Model) for Material System
with Inclusions of High Volume Concentration. A
very small or large volume concentration formula for
heterogeneous material can be validly obtained from
the analytic solutions of classical micromechanics
by truncating the higher order terms of volume frac-
tion of the inclusion or that of the matrix. However,
it has been assumed in the theoretical microme-
chanics analysis that the contact length between
particles (called ‘contiguity’) is always zero for all
concentrations, no matter what the configuration of
the inclusion is. Clearly, this assumption cannot be
expected to hold for the case of PBX. A citation from
a well-known work in the field of theoretical micro-
mechanics reads: 

“A fundamental assumption made in this work is
that of zero contiguity. Obviously, this cannot be true
for a real material. The contiguity is an increasing
function of the fractional volume of inclusions and
can be expected to be very small only in the case of
small concentration. When the concentration is
close to unity it would appear more reasonable to
assign the role of matrix to the inclusion material
and that of inclusions to the matrix.”4

The suggestion about switching the roles of
inclusions and matrix does not seem to be
reasonable even when no damage is introduced,
since the inclusions (explosive particles) have
elastic material behavior whereas the binder
material (matrix) behaves viscoelastically. Once
damage evolves and cracks propagate in the
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matrix, this proposed role reversal continues to
be unrealistic.

Aside from the contiguity problem, there are
other difficulties in using analytic estimation to
obtain the effective moduli. It is commonly believed
that whenever the difference in moduli between
inclusions and matrix materials is not too large, the
upper and lower bounds will be close together.
However, in such an extreme case as PBX, the
bounds are not close enough to provide a good esti-
mation of an effective moduli of the composite. 

Analytic theory has another discrepancy. The
composite spheres model cannot account for the size
deviation effect and irregular shape effect that play
critical roles in estimating the effective material prop-
erties. Inclusion particle sizes in PBX show large
scatter. In addition, it has been shown that the inclu-
sion particles in PBX have various irregular shapes
and most of them are of sharp configuration.
Wherever the explosive particles have sharp corners
or acute angled edges, a stress concentration is
expected. These stress concentrations will make
damage evolve in the binder material, and the
damage evolution consequently leads to more stress
concentrations. With the composite spheres model
these effects are not accounted for, so that the subse-
quent prediction of damage evolution will necessarily
be erroneous. For these reasons, finite-element meth-
ods are being studied in this research with the expec-
tation that they will better predict damage-dependent,
effectively averaged properties for PBX.

Finite-Element Approach. In our finite-element
material modeling effort we are using Voronoi
tessellation mesh structures5–7 to simulate the
distribution of the highly-filled component and a
cohesive zone model8, 9 between each component.
The fundamental idea in this approach is to reduce
the effects of the extremely low volume material to
that of a line function in the finite-element mesh,
thus avoiding the tremendous memory penalty for
modeling both grains and binder. 

The later method of modeling both grains and
binder from a pure continuum sense within the finite-
element algorithm will be explored in the future. It is
essential to have correct material properties for the
line function. (This approach might be considered
similar to having a tied slide line, as in NIKE, except

the line will have constitutive properties). The advan-
tage of the cohesive zone model, which contains
double nodes at each point, is in the facilitation of
simulated damage (fracture between the grains) in
our representative local volume. Homogenization of
the boundary response (with or without damage)
leads to a set of representative properties.

For our particular case the highly-filled compo-
nent is the explosive grains, and the low concentra-
tion material is the viscoelastic binder, KELF.

Two meshes, shown in Fig. 10, will initially be
used to model the material. They are double-noded
meshes with 30 grains and 100 grains, respectively.
Since the material has such a high volume fraction
(~92%), a refined mesh with a finite space between
grains is difficult to generate. Therefore, we are
using these meshes with a cohesive zone model and
zero opening dimension in the undeformed configu-
ration along the grain boundaries to model the
binder. The relaxation moduli obtained through the
method described previously are fitted using a Prony
series that is used in the cohesive zone model. The
characteristic length scale of the cohesive zone and
the Young’s modulus of the particles (grains) are still
unknown but are necessary if we hope to achieve an
accuracy in our finite-element models. Preliminary
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(a) (b)

Figure 10. Preliminary Voronoi finite-element mesh structures
for PBX. Mesh (a) is a 30-grain and 97-element model. Mesh
(b) is a 100-grain and 292-element model. One of our goals is
to determine the convergence of mesh refinement.
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properties for the elastic behavior of the explosive
grains will have to be initially estimated by extrapo-
lation from measured PBX global properties. 

Summary

This project has served to further the develop-
ment of those tools necessary to characterize
HFPs. When further developed and linked together
with the viscoelastic modeling tools, this methodol-
ogy will provide a basis for estimating the useful
lifetime and identifying any age-related problems
for these materials.

References

1. R. A. Schapery (1967), ”Stress analysis of viscoelas-
tic composite materials,” J. of Comp. Mat., Vol. 1,
pp. 228–267.

2. L. C. E. Struik (1978), ”Physical aging in amorphous
polymers and other materials,” Eksevier Scientific
Publishing Co.

3. R. M. Christensen (1962), ”Theory of viscoelasticity,”
Academic Press, New York, New York.

4. Z. Hashin (1962), “The elastic moduli of heteroge-
neous materials,” J. of Appl. Mech., pp.143–150.

5. G. J. Rodin (1995), “Stress transmission in polycrys-
tals with frictionless grain boundaries,” J. of Appl.
Mech., March, Vol. 61/2.

6. M. W. D. Van Der Burg and E. Van Der Giessen
(1994), “ Delaunay-network modelling of creep fail-
ure in regular polycrystalline aggregates by grain
boundary cavitation,” Int. J. of Damage, Vol. 3, April.

7. M. O. Starzewski and C. Wang (1989), “Linear elas-
ticity of planar Deluanay networks: random field
characterization of effective moduli,” Acta
Mechanica, Vol. 80, pp. 61–80.

8. C. Yoon and D. H. Allen, “Damage dependent consti-
tutive behavior and energy release rate for a cohesive
zone in a thermoviscoelastic solid,” submitted to
Int. J. of Fracture.

9. F. Costanzo and D. H. Allen (1993), “A continuum
mechanics approach to some problems in subcritical
crack propagation,” Int. J. of Fracture, Vol. 63,
pp. 27–57.

FY 99 2-39





dvanced Imaging Catheter
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Introduction

Minimally invasive surgery (MIS) is an approach
whereby procedures conventionally performed with
large and potentially traumatic incisions are
replaced by several tiny incisions through which
specialized instruments are inserted. The key advan-
tage of this technique is that recovery time can be
reduced from months to a matter of days. Early MIS,
often called laparoscopic surgery, used video
cameras and laparoscopes to visualize and control
surgical devices. The difficulty is that the images
produced using these techniques are 2-D projections
of a 3-D network. The surgeon, as a consequence, is
often uncertain which direction to navigate the
catheter. Toxicity issues, moreover, limit the continuous
use of contrast agents, so often the surgeon is unable
to visualize any component of the arterial network.

Catheter-based minimally invasive procedures are
a rapidly-growing sector of all surgical procedures.
These include balloon angioplasty, now performed

on an outpatient basis, aneurysm treatment, and
laser thrombolysis. In the U.S. over one million
catheter procedures are performed annually, repre-
senting a market of over $500 million. An example
of a catheter-based procedure is one in which a
catheter is navigated into the neck of an aneurysm,
and then embolizing coils coated with thrombolytic
(clotting) agents are inserted into the aneurysm to
initiate thrombus. This is a very difficult procedure
that can often take hours of manipulation to accurately
position the catheter within the neck of the aneurysm.
At times, the procedure cannot be performed, simply
because the catheter cannot be positioned.

Practicing clinician contacts have repeatedly
mentioned the frustration at not being able to navi-
gate and image at the catheter tip. The difficulty can
be appreciated when you consider that catheters are
hollow polymer tubes that can be as long as 2 m and
taper down to outside diameters of 800 µm and work-
ing channel diameters of 500 µm. They are made soft
and pliable to reduce the possibilities of perforating
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Optical coherence tomography (OCT) imaging of arterial vessels has been previously demonstrated
using a single fiber rotated in the central lumen of a catheter. OCT images have been shown to
provide improved resolution (<10 µm) over ultrasound images. We have fabricated a prototype
catheter that uses embedded optical fibers in the inter-wall lumens of a catheter tube for OCT imag-
ing. Using inter-wall lumens of the catheter keeps the central lumen open for insertion of surgical
instruments during minimally invasive procedures, while permitting continuous on-board imaging. We
have also explored actuation techniques for articulating the tip of the catheter for steering through
arterial vessels during catheter positioning.
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arteries or damaging the arterial wall. This makes the
control problem similar to pushing on a string. Both
the navigation and artery damage problems could be
solved if we could produce a compact catheter that
offers imaging and active control capabilities to guide
and position the distal end (the end in the body).
Clinicians have emphasized that if we could produce
such a device it would be a tremendous breakthrough.

Previous work1 demonstrated imaging through the
use of optical coherence tomography (OCT), a non-
invasive, non-contact optical technique for imaging
through highly scattering media.2–4 Although analo-
gous to ultrasound imaging in many ways, OCT offers
superior depth (<20 µm) and lateral spatial resolution
(<10 µm). In addition to providing improved resolution
over current “snap-shot” imaging systems, the use of
OCT will also significantly reduce the amount of x-ray
dosage to patients and physicians and allow proce-
dures to be completed without the need of cumbersome
lead vests. The ultimate benefit of the advancement of
catheter and surgical technology is a critical path for
improving patient survival and clinical success.

Progress

To date we have demonstrated an OCT imaging
system that is ten times faster than our previous
system. This gives us the ability to acquire eight
fiber images at 10 Hz, which is adequate for a prac-
tical medical device. In addition, we have developed
a compact (18-in. × 18-in. × 3-in.) fiber optic system
replacing large rack-mounted instruments and
improving reproducibility. The design of the optics at
the distal ends of the fibers has been greatly

improved, making 150-µm-diameter probes feasible
while significantly reducing manufacturing cost and
enhancing robustness. An in vivo image of a pig
artery taken with the OCT system using a 250-µm-
diameter probe is shown in Fig. 1. 

A prototype catheter (Fig. 2) has been built in
which optical fibers are threaded through internal
lumens in the catheter wall (Fig. 3). An imaging proto-
type is being fabricated that integrates two single-
mode optical fibers in the 250-µm-diameter inter-wall
lumens of a 1.5-mm-diameter catheter tubing with a
900-µm-diameter center lumen. This fiber optic probe
has the capability of imaging the tissue through the
side walls of the catheter, while leaving the central
lumen of the catheter available for a medical device.
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Figure 2. Multi-lumen catheter prototype.

Figure 3. Example of multi-lumen catheter tubing with inner-
wall lumens for optical fiber and actuator integration.

Figure 1. In vivo image of a pig artery using the OCT system.
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Catheter tip actuation has been tested using a
shape memory alloy (SMA). SMAs undergo a
reversible temperature-dependent transformation
between a low-temperature martensite phase and a
high-temperature austenite phase. These materials
are able to recover large amounts of mechanical defor-
mation (strain) upon heating. In a technique similar to
Takizawa et al.4, nickel titanium (NiTi) wire was
mechanically stretched in length then threaded up and
down two adjacent catheter wall lumens. The wire was
resistively heated, shrinking the NiTi wire to its original
length, causing the catheter tip to bend (Fig. 4).

We have also developed the capability to model
OCT imaging. Specifically, we modified existing Monte
Carlo photon transport codes to track the phase and
path length of photons propagating through biological
tissue and an OCT imaging system. In Fig. 5 we show
the predicted OCT signal from a single imaging fiber
in an artery filled with blood. The results show the

rapid decay in photon signal as you move away from
the fiber surface due to the high scattering coefficient
of blood. The artery wall is identified by a jump in the
observed signal attributable to increased scattering.
The results are in good agreement with the data
collected in previous experiments.

Future Work

We have demonstrated a prototype catheter with
on-board imaging capability with an open central
lumen for introducing surgical instruments during a
procedure. We have also tested an initial tip articula-
tion using SMA-based actuation. In the future we will
pursue alternative designs for catheter tip articulation.
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Figure 4. Catheter tip articulation actuated by heating of SMA
wire threaded along catheter wall lumens.
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Introduction

Developing different paradigms for adaptive and
intelligent control systems for adaptive optics (AO)
will provide state-of-the-art control technology for
many Lawrence Livermore National Laboratory
(LLNL) programs.

For example, many current and future high-priority
programs, such as the National Ignition Facility
(NIF) and Laser Guide Star (LGS) for the Lick and
Keck Observatories, are critically dependent on their
capabilities in advanced wavefront control for their
success. Unless this problem is solved, it may
impact the delivery of these systems at a reasonable
cost. The economic implications for just two of the
many important applications—the development of
programs for DOD laser weapons with potential
values of $10 to 100M, and the extreme UV lithogra-
phy programs worth over $100M—provide strong
motivation for this project.

This project directly aligns with LLNL’s core
competency areas and also impacts areas such as
national defense and nonproliferation, advanced
sensors and instrumentation, atmospheric sciences
and geosciences, and computational engineering.

Scope

The central problem in AO is reconstructing the
distorted wavefront of incoming light so that one can
then adjust a deformable mirror to compensate for
its distortion. Using traditional technology, these
calculations require solving a system of linear equa-
tions resulting in a computational complexity of N2,
where N is the degree of freedom or the number of
actuators for the deformable mirror.

The goal of this project is to develop different
paradigms for adaptive and intelligent AO control
that would be scalable for systems with a few
hundreds of degrees of freedom, up to tens of
thousands or even hundreds of thousands of
degrees of freedom. 

The specific problems we are trying to solve here
are the performance and cost issues that arise for
adaptive wavefront control when we scale the
number of degrees of freedom up to tens or
hundreds of thousands. Our first goal is to demon-
strate that in 1-D, the computational requirement of
our proposed new paradigm will scale with N, rather
than N2. This new scaling implies that desirable
performance and reasonable cost will be attainable
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We have successfully demonstrated our algorithm for wavefront reconstruction from gradients in
one dimension. We have achieved both of our goals: a great reduction in computational load within an
error of less than 2%. 
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even if N is very large, thus getting to the heart of this
problem. Our second goal is to demonstrate that the
error in adopting our paradigm will be acceptable
(less than 2%).

Solutions and Architecture

Broadly speaking, there are two very different
approaches to solving the problem. One would be to
replace the current sensors with more sophisticated
ones. An example is the use of interferometers to
directly measure phase rather than the phase gradi-
ent and thus eliminate the need for wavefront recon-
structors. This new approach, however, faces uncer-
tainty in terms of cost, noise, and other factors. The
other approach would be to improve wavefront
reconstruction by using existing or future sensors.
By speeding up the wavefront reconstruction at a
lower cost, one could essentially solve the problem.

Up to now the existing technology has been
adequate for addressing the requirements of most
AO as long as the number of degrees of freedom is
limited. However, for many new applications that
require a multiple-order-of-magnitude scale-up in
the number of mirror segments, or equivalently, the
number of pistons that control the mirror’s shape,
and also an increase in system speed to accomplish
wavefront control in real time, the traditional
approach is neither efficient nor economical.

Thus for applications that need corrections not
only at local and global levels but at all the levels in
between, we have investigated a multi-level, multi-
resolution solution. Using an iterative method, we
work towards an approximate solution instead of an
exact one and thus a substantial amount of compu-
tational time can be eliminated.

Computational Performance–
Cost Analysis and Results

Through 1-D simulation we have worked out the
number of calculations needed for various configura-
tions. These are shown in Fig. 1. The parameter
values are shown in the legend, and are, in order, the
averaging factor, the number of outputs, and the pad
size. As we can see within this range of parameters,
for 256 degrees of freedom the number of operations
is between 3840 and 7680, instead of 65536 in the
case of traditional methodology. Using our algorithm,
the range of computational load also allows us to
trade off computational complexity with accuracy.

Error Analysis and Results

Though we have demonstrated an approach that
reduces the computational complexity, there is the
serious question of whether it is possible to get the
error down to an acceptable level with the number
of operations much less than N2. For Fourier trans-
forms, the answer seems simple: the translational
symmetry of the problem makes the solution of the
problem a simple O(N) calculation in the Fourier
domain, though there is the complication of bound-
ary conditions. 

For our algorithm, there is no such exploitable
symmetry, but the expected behavior of the turbulence
provides an answer. Atmospheric turbulence follows
Kolmogorov’s law, with the turbulent energy being
proportional to k–11/3. This translates into a turbulent
amplitude that is proportional to k–4/3, and our system
made use of this feature to achieve acceptable errors,
as can be seen in Fig. 2, which shows the error
achieved for each level in the multi-level structure. 

Engineering Research Development and Technology2-46

Figure 1. Number of operations as a function of number of
actuators and local configuration.

Figure 2. Error per level.
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ambda Connect: Multiwavelength Technologies
for Ultrascale Computing
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Introduction

Ultrascale computing—the integration of large
numbers of processors into a single, highly capable
multiprocessor system—is currently of great interest
in several DOE and other government programs.
These systems contain 100s to upwards of 1000 CPUs,
to attain computing capabilities from 100 GFLOPS to
100 TFLOPS and beyond. The provision of fast data
communications within such systems poses a signifi-
cant challenge. Effective communication is currently
hampered by the bandwidth, latency, and congestion
characteristics of the electronic fabric used to inter-
connect the many system processing and memory
elements. This communications bottleneck can
substantially degrade computational performance,
significantly complicate programmability, and cause
inefficient use of costly memory resources.

The recent emergence of byte-wide optical inter-
connects, which use linear arrays of multimode
optical fibers in a ribbon cable assembly, has
substantially improved the cost and performance of

Gbyte/s point-to-point communications. To fully
leverage this technology, however, the latency and
congestion issues with distributed electronic
switching must be overcome. We have recently
proposed to perform source-routed switching in the
optical domain using a wavelength-switching mech-
anism, and shown that this approach can yield
highly capable switches that support 100s of
Gbyte/s ports and yield minimal internal congestion
and latency. Instruction-level simulation has
demonstrated the advantages of this approach.1

To implement this multiwavelength optical inter-
connect requires the addition of multiwavelength
capability to the existing byte-wide optical intercon-
nect. The required components, which include opti-
cal transmitters capable of fast wavelength tuning
and fixed optical filters, differ substantially from
existing telecommunications fiber optics. All compo-
nents must be compatible with existing multimode
fiber ribbon cables, and provide compact form
factors suitable for populating electronics boards.
This project aims at developing prototypes of these
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Byte-wide, multiwavelength optical interconnects can substantially improve the performance of the
system interconnects used in ultrascale computing platforms (“supercomputers”), leading to substan-
tial improvements in overall system performance for applications that require global communications
within the supercomputer. Optical hardware required for such interconnects includes byte-wide multi-
wavelength transmitters and wavelength routing and filtering modules. This year, we have fabricated
and characterized a byte-wide four-wavelength transmitter and developed the technology to increase
wavelength count to eight and beyond. In addition, we have dramatically increased the wavelength
range available for large-wavelength count systems by demonstrating long-wavelength emitters.
Finally, we have developed a photon-conserving wavelength routing module to more efficiently
connect multiple transmitter and receiver modules.
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components, to investigate the feasibility of imple-
menting byte-wide, multiwavelength optical inter-
connects for ultrascale computers.

Progress

Multiwavelength Transmitters

We have fabricated and characterized prototype
modules with the capability of transmitting on any of
four selectable wavelengths. The module wavelength is
selected by directing current into different lasers, each
laser emitting at a different wavelength, so that current
switching is used to provide fast wavelength switching
on a timescale of the laser modulation bandwidth (1 to
2 ns switch time). Each module contains one linear
array of 10 laser diodes for each wavelength, with a
moderate channel separation (8 to 10 nm) that mini-
mizes issues associated with wavelength registration,
uniformity, and drift between different photonic compo-
nents within the interconnect. Each array element can
be independently addressed (modulated) by a current
drive, so that the module can transmit 10 independent
data streams comprising the 8 bits in an electronic
data word of 1 byte capacity, plus clock and framing.

Our modules use arrays of vertical cavity
surface-emitting lasers (VCSELs), which we have
fabricated from GaAs/InGaAs/AlGaAs semiconduc-
tor layers grown by molecular beam epitaxy. Our
VCSEL design uses an oxidized AlAs layer to control
the “active region” of the laser which is pumped by
the applied current drive, to achieve lasing thresh-
olds of less than 2 mA for devices of 7 to10 µm
oxide aperture. The VCSELs are sized to emit in
multiple transverse modes (1.5 nm spectral extent),
to minimize speckle noise during multimode fiber
transmission. These devices provide milliwatts of
optical power when pumped with <10 mA at volt-
ages ≤3 V, conditions compatible with conventional
complementary metal oxide semiconductor (CMOS)
electronic drive electronics.

This year, we fabricated and fully characterized a
byte-wide four-wavelength transmitter module under
high speed modulation. We used a combination of
direct fiber coupling and broad-band add/drop filter-
ing to demonstrate a four-wavelength by 10-fiber
VCSEL-based transmitter in a pin grid array (PGA)
package with mechanical transfer (MT)-connector-
ized optical output.2

A schematic diagram and photograph of the four-
wavelength parallel fiber transmitter are shown in
Fig. 1. It consists of four single-wavelength VCSEL
arrays fabricated from separately-processed wafers,
emitting near 825, 845, 977, or 988 nm, fastened to
a silicon optical bench submount. VCSEL chips are

cleaved such that the ~8-µm-diameter emitter active
area is centered within 15 µm of the chip edge, so
that two arrays can be placed back-to-back to
directly couple to the 62.5-µm core diameter and
250-µm pitch of the fiber ribbon. 

Dual-wavelength optical signals are separately
collected in bands near either 830 nm or 980 nm.
These two bands are then multiplexed using a fiber-
guided add/drop filter, which is a parallel-fiber
three-port device consisting of an AlGaAs/AlAs
Bragg mirror embedded at 45° within a fiber ribbon
rigidly encased in an MT ferule.3 Vertical emission at
the 830-nm band is reflected horizontally by the
Bragg mirror and combined with 980-nm band light
transmitted through the filter in the horizontal direc-
tion. A (nonmultiplexing) gold turning mirror, pack-
aged in a similar fashion to the Bragg mirror, directs
the vertical 980-nm band emission to the horizontal
input of the add/drop filter. Together these turning
and multiplexing optics form a fiber-guided super-
strate with the four-wavelength output terminated in
a MT connector.

Spectra for each of the ten output fibers of the
fiber ribbon are plotted on a logarithmic scale in
Fig. 2; VCSELs at all four wavelengths were simul-
taneously biased at 3 mA. Due to wire bonding diffi-
culties, not all wavelengths were demonstrated for
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Figure 1. (top) Cross-sectional schematic diagram of the four-
wavelength transmitter. This structure is repeated on a
250-µm pitch for each of the ten fibers comprising the fiber
ribbon; (bottom) photograph of the completed module.
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all fibers. Coupled output power as high as –2 dBm
is achieved; the lower than expected power for the
977-nm emitter is likely due to misalignment. An eye
diagram showing digital modulation at 1.25 Gbit/s
under a 223-1 pseudo-random bit stream (channel #3,
988 nm) is plotted in Fig. 3.

Cross-talk between wavelengths and between
fiber channels was studied using bit error rate test-
ing. The bit error rate was measured as a function of

signal power over a link consisting of the multiwave-
length transmitter modulated with a pseudo-random
bit sequence at 1 Gbit/s and connected by fiber
ribbon successively through a variable attenuator
and a wavelength filter3 to a commercial receiver.
Figure 4 shows the error rate on a particular fiber
of the 825-nm channel with and without modulation
of a 990-nm channel. Essentially, no cross-talk
penalty is seen within experimental measurement
limits. Furthermore, the lack of a power-independent
noise floor indicates the absence of speckle noise.
Similar results are observed for adjacent fiber-to-
fiber cross-talk.

To achieve higher wavelength counts in a
compact form factor requires the monolithic fabrica-
tion of multiple wavelengths per VCSEL chip to
complement the hybrid packaging scheme described
above. This leads to a total wavelength count equal
to the product of the number of hybridly-multiplexed
VCSEL chips and the number of wavelengths per
chip. This year, we have developed several different
approaches that selectively shift the lasing wave-
length by altering the VCSEL’s effective cavity length.
A major challenge is satisfying the requirements of
(1) a tightly-spaced multiple-wavelength cluster
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such that all emitters in the cluster can be efficiently
coupled to one multimode fiber, (2) repeating this
structure for each fiber in the ribbon, and (3) a
controllable, manufacturable fabrication process. 

Figure 5 shows our first results using a technique
whereby the physical cavity length is etched before
deposition of the top mirror. Lasing spectra were
obtained for two emitters—one of which had its
cavity layer etched—spaced apart by a center-to-
center distance of only 27 µm, allowing for straight-
forward coupling of both devices to the 62.5-µm fiber
core diameter. Each of these two-wavelength clusters
was furthermore repeated on a 250-µm pitch for

direct coupling to byte-wide multimode fiber ribbon
cable. A wavelength shift between emitters of 8.9 nm
was demonstrated, within our targeted wavelength
separation of 8 to 10 nm required for ease of system
tolerancing. The degraded lasing efficiency shown on
the left of Fig. 5 is attributed to the non-optimized
device geometry. Subsequent devices are expected to
show better efficiency.

We have also explored a proprietary technique for
adjusting the VCSEL cavity length after a single-step
growth process. This development can vastly simplify
the demanding thickness control requirements other-
wise needed when these arrays are fabricated with
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two separate growths. Initial characteristics for arrays
fabricated with a similar layout as described above are
shown in Fig. 6. A wavelength shift of 16.5 nm is
considerably larger than the required 8 to 10 nm, indi-
cating the potential of this approach for wide wave-
length spacing. Current work is underway to extend
these monolithic approaches to yield four wavelengths
per single-fiber cluster with uniform characteristics
across wavelengths.

Long-Wavelength VCSELs

Our transmitter modules have spanned the near
IR spectrum with wavelengths ranging from approxi-
mately 800 to 1000 nm. For an 8 to 10 nm channel
spacing, this yields a maximum possible channel
count of 21 to 26 wavelengths, assuming no gaps
and even spacing. To scale beyond this, we need to
either choose a smaller channel spacing, which can
negatively impact system robustness as discussed
earlier, or use a larger portion of the spectrum.
Extending to longer wavelengths is especially attractive
because of improved performance of silica optical
fiber, particularly at 1300 nm and beyond.
Unfortunately, InGaAs/GaAs-based VCSELs are
limited by strain in the active layer to a lasing wave-
length of at most ~1100 nm. However, although
edge-emitting lasers with InGaAsP/InP-based active
layers are commonly used for 1300- and 1550-nm
telecommunications applications, this material
system is not suitable for fabricating the high-
performance mirrors required by VCSELs. Therefore,
we are exploring the GaInNAs material system for
use as a long-wavelength active layer that can be
directly integrated with GaAs/AlGaAs-based mirrors.
Since it is a direct extension of technology proven
for 850-nm and 980-nm devices, it holds great
promise for viable long-wavelength emitters.

This year we fabricated simple broad-area (50-µm-
square, no-oxide aperture) GaInNAs VCSELs and
demonstrated room-temperature pulsed operation.
As shown in Fig. 7, devices emitting at 1200 nm
exhibited threshold currents as low as 68 mA
(current density 2.7 kA/cm2), slope efficiency
above 0.06 W/A, and peak power above 17 mW.
Although threshold current density is still approxi-
mately a factor of 3 higher than comparable
shorter-wavelength InGaAs designs, these results
represent the best yet reported for GaInNAs.
Improved material crystallinity, mirror design, and
use of advanced oxide-apertured geometry should
yield small-area devices with considerably lower
threshold currents.

Wavelength Router Development

Our original system concept used a simple broad-
cast element and wavelength bandpass filtering to
achieve the multi-bus or crossbar implementation of
the LambdaBus architecture, through a “broadcast
and select” approach. A potential problem with this
approach is that optical signal is wasted. With N
ports and optical power at the transmitter of P, any
given receiver will only receive P/N optical power.
Recently, however, we conceived a power efficient
wavelength routing fabric which routes a particular
input port and wavelength to one particular output
port rather than broadcasting to all output ports
simultaneously. The multimode nature of our fiber
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transmission medium prevents the use of existing
arrayed waveguide grating router technology, which
for single-mode fiber provides passive wavelength
routing, with spectral channels being used more
than once in the routing table to achieve full N-×-N
interconnection with only N wavelengths. 

This year, we have developed a wavelength router
(N-×-N-wavelength multiplexer) for use in multimode
fiber based optical networks. The device uses a
blazed diffraction grating and broadband add/drop
filters to provide wavelength re-use thus enabling
fully non-blocking N-×-N interconnection with only N
wavelengths. First, we demonstrated4 a single-bit
wavelength router with three spectral channels,
resulting in a 3-×-3 fully non-blocking crossbar
switch. However, to make use of wavelength routing
for parallel optical interconnects a byte-wide wave-
length router is required. Therefore, we also demon-
strated a bit-parallel wavelength router by building
upon the single-bit 3-×-3 wavelength router. Using a

ferrule with two parallel arrays of 12 fibers each, we
have demonstrated a 3-input by 3-output wavelength
router where each input/output channel is two bits
wide. The device provides fully non-blocking inter-
connection between all inputs and outputs and
shows virtually no bit-to-bit cross-talk.

Figure 8 shows the Routing Table for both bit-
lines of the router. As seen in the figure, each output
port receives all three spectral channels; however,
each spectral channel comes from a different input
port. (The letters next to each spectral channel on
the plots indicate input ports labeled A, B, and C, or
outputs labeled X, Y, and Z.) Bit-to-bit cross-talk was
measurement limited at below -30 dB. 

Future Work

The results described above demonstrate the
required building blocks for high-performance, byte-
wide, multiwavelength optical interconnects. We

Engineering Research Development and Technology2-54

Output
port

Bit-line #1 Bit-line #2

X

Y

Z

Wavelength (nm)

N
or

m
al

iz
ed

 s
ig

na
l (

dB
) 

   
   

   
N

or
m

al
iz

ed
 s

ig
na

l (
dB

) 
   

   
   

N
or

m
al

iz
ed

 s
ig

na
l (

dB
) 

   
   

   

–40

–30

–20

–10

0

950900800750 850950900800750 850

950900800750 850950900800750 850

950900800750 850950900800750 850

–40

–30

–20

–10

0

–40

–30

–20

–10

0

–40

–30

–20

–10

0

–40

–30

–20

–10

0

–40

–30

–20

–10

0

Wavelength (nm)

A

B C

A
BC

A B C

A
B C

A BC

A B C

Figure 8. Bit-parallel
wavelength routing
demonstrated with
our initial 3-×-3-port
prototype.



Center for Microtechnology

have shown low cross-talk in four-wavelength trans-
mitters fabricated by hybrid integration, as well as
demonstrating monolithic processes for achieving
multiwavelength emitter arrays on a single chip. In
addition, we have realized a bit-parallel wavelength
router for a more efficient connection architecture. 

Our goal for next year is to demonstrate manu-
facturable components enabling systems with higher
wavelength count by combining our hybrid and
monolithic integration approaches. Earlier simulations
showed that eight system wavelengths are required
for several interesting multiprocessing
applications.1 We also intend to extend our wave-
length router to eight parallel bit-lines for a byte-wide
interconnect, and to eight or more spectral channels.
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Introduction

To reduce the size and power of RF communica-
tion systems for wireless sensor networks, a custom
direct sequence spread spectrum transceiver was
built.1 The total RF system consists of an RF section
which up-converts transmitted signals and down-
converts received signals, and a modem which
processes these signals. The modem takes an
incoming data stream and mixes it with a pseudo-
random sequence. This complex signal then phase-
modulates the transmitter. On receive, or demodula-
tion, a reciprocal process is used. However,
additional complexity is required during demodula-
tion since the phase relationship between the trans-
mit and receive pseudo-random codes is not known
and varies with signal propagation. 

Part of the modem circuitry locks on a header and
then stays locked via a control loop for the duration of
the transmitted data packet. Such modems can be
built as a custom applications-specific integrated
circuit (ASIC) chip or in a field programmable gate
array (FPGA). The latter has the option that design
iterations can be made with no change in the hard-
ware. Although ASICs have ultimately the smallest size
and lowest power, recent advances in FPGA are yield-
ing near comparable performance to ASICs with the
advantage that such devices are re-programmable.

Progress

Initial work focused on development and reitera-
tion of modem designs with hardware developed
during FY-98. This is largely a software effort with
the designs downloaded to the FPGA from a PC.
After debugging, the software was transferred to an
on-board boot PROM. The initial design was devel-
oped around a Xilinx XC4062XL FPGA. This 240-pin,
62,000-gate device comes in a package that is 35 ×
35 mm. The modem was designed for a processing
gain of 127 with a chip rate of 1 MHz. This results in
a data rate of 7.8 kbits/s, which was sufficient for
our wireless sensor needs. 

The FPGA ability to quickly reiterate the modem
design was an important aspect of this develop-
ment. In the initial design the FPGA also took care
of non-modem tasks such as reading an A/D
converter, buffering data, and transmitting packet
headers. This modem was interfaced to a 900-MHz
RF board. Performance was demonstrated by
transmitting accelerometer sensor data from a 
2-in.-×-2-in.-×-2-in. module to a host computer
where the data was displayed with Labview. 

In FY-99 a second design was begun which used a
smaller 10,000-gate FPGA. This design makes use
of Xilinx XCS20XL 100-pin device which is in a pack-
age 14 × 14 mm. The use of the smaller package
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A key component in spread spectrum RF systems is the modulator/demodulator (modem). We have
developed a modem based on a state-of-the-art field-programmable gate array which is customized
for wireless sensor applications.
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allowed us to build the next generation wireless
sensor module which uses boards that are 30 ×
50 mm. The new modem design is expected to use
one fifth of the power of the initial design. The
higher level functions such as A/D conversion and
packet formation have been moved from the FPGA
and relegated to another controller within the wire-
less sensor module, allowing more versatility in the
programming of the overall module. Although similar
in design to the original modem, more finesse was
required to make use of the smaller FPGA. An addi-
tional feature of the newer modem is the ability to
program the processing gain with bit rates from 7.8
to 90 kbits/s Yet an additional feature of the new
modem is the ability to power down the FPGA with-
out having to reboot on power-up. This latter feature
is being incorporated into the overall power
management within the module.

Future Work

We are in the evaluation stage of the new modem
design. We are making tests of power consumption
as well as data transmission reliability. On-the-air
tests will be made with the modem board interfaced
to two custom designed boards, a dual conversion
900-MHz RF board and a controller-signal process-
ing board which reads the sensor.

In the coming year we will further evaluate the
current design and port the design from FPGA to a
custom ASIC.

Reference
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Introduction

The RF section of modern spread spectrum trans-
ceivers uses a number of building blocks such as
mixers, low noise amplifiers, phase locked loops,
and oscillators. All of these components consume
current. Generally receivers are more complex than
transmitters but in many applications, transmitters
dissipate more electrical power, with most of this
power dissipated in the power amplifier used to
amplify RF signals to the 1 W power regime.
However, in low power applications where transmit
power is on the order of a milliwatt and in networks
which transmit with a low duty cycle, the receiver
becomes the dominate electrical drain. 

Table 1 shows the current requirements for two
3.3-V, 900-MHz RF transceivers. This data was
obtained from specifications of state-of-the-art oscil-
lators, mixers, and phase lock loops (PLL) as well
as a single chip transceiver built in RF complemen-
tary metal oxide semiconductors (CMOS).2 The
important thing to note from the table is that the
total receiver current drain (73 mA and 66 mA) is
similar in both implementations. Even though the

single chip solution is a physically smaller imple-
mentation both require the same battery which
dominates the physical size of the overall package. 

In addition, receivers that use more complex
modulation schemes such as binary or quaternary
phase shift keying (BPSK or QPSK) have more parts
and subsystems than simpler modulation techniques
such as frequency shift keying (FSK) or on-off keying
(OOK). The more advanced modulation techniques
are more robust but usually come at the price of
higher current consumption and additional parts.
Most direct sequence spread spectrum transceivers
use some form of phase modulation for modulating
the RF carrier. It was one of the goals of this work to
still make use of phase modulation but to reduce the
complexity and power required in these receivers.

Progress

BPSK is accomplished by changing the phase of
the RF signal by 180° for a logical one and leaving
the phase unchanged at 0° for a logical zero. This is
fairly easily accomplished on the transmit side with
a single component such as a balanced mixer.
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Battery size is the main limitation to producing small volume RF systems such as those used by the
wireless sensor project1. This work has focused on power reduction techniques in receiver architectures
as well as RF components such as oscillators and mixers, to enable the use of small size batteries.
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Table 1. Comparison of current* requirements for single chip RF CMOS vs. multi-chip transceivers.

RX/TX
LNA Divider VCO PLL Mixer PA IF Amp Misc. Total

RF 15 14 13 14 8 28 7 2 73/63
CMOS RX RX RX/TX RX/TX RX/TX TX RX RX

RF 8 NA 9.5 7 23 35 8.5 10 66/74.5
COTS RX RX/TX RX/TX RX/TX TX RX RX

*Current in milliamps



Center for Microtechnology

However, the typical demodulation technique on the
receiver side usually requires mixing a reference
source with the modulated received signal. The
output of this mixer is the recovered data. The refer-
ence oscillator generally needs a control loop which
adds to the complexity and current consumption of
the overall receiver. 

One of the accomplishments of this year’s work
has been a simpler receiver architecture for a
BPSK receiver. Figure 1 shows a block diagram
for this receiver. The key feature of this design is
the absence of a reference oscillator. Instead, a
differential delay line is used to pick up the edge
transitions of each phase change. The delay line
is adjusted to give a 180° phase change and when
summed with the direct path yields no output.
However, due to the delay, a phase transition
causes the output to be non-zero for a short time.
Therefore, each phase transition results in a pulse
output. These pulses, when used to edge trigger a
flip-flop, yield a regenerated data stream. A nice
feature of this technique is some frequency offset
between the transmitter and receiver can be
tolerated. This means high-stability oscillators
are not a requirement and lower power oscillators
can be used. 

Although Fig. 1 shows the differential delay line
being used at an intermediate frequency, it is possi-
ble to directly use the delay line at the RF frequency,
which allows for very simple receivers. We demon-
strated such a receiver which used four stages of RF
amplifiers and a differential delay line implemented
with a surface acoustic wave (SAW) filter as the
delay element. Although this receiver was not as sensi-
tive as one which uses an intermediate frequency
amplifier, it did perform well enough for short range

applications. The receiver was quite simple as it
avoided the use of both oscillators and mixers.

Figure 2 shows a more sensitive intermediate
frequency amplifier receiver we built that was
based on an L/C delay line. This receiver occupies a
30-mm-×-50-mm board and also contains transmit-
ter circuits. The power requirements are 3.3 V
at 60 mA. Further power reduction is anticipated
from duty cycling as the receiver has a power down
mode, which reduces current drain to under 10 mA.

Future Work

To further reduce power we have designed a
system which has the main receiver powered down
and has a parallel very low current receiver (2 mA)
which just detects the presence or absence of RF.
This parallel receiver would then be used to switch
on the main receiver only when needed. It is antici-
pated that this type of power reduction can provide a
factor of ten improvement in battery life. We hope to
test this idea experimentally in the near future.
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Introduction

The threat of chemical and biological warfare
agents has made apparent the need for autonomous,
portable, and fast pathogen detection systems. Sample
pre-treatment is one of the most critical aspects in the
development of autonomous systems, yet it remains
largely an unsolved problem. Sample handling is also
of key interest in private industry. The global market
for microelectromechanical systems (MEMS) is
currently estimated at $10 billion, with biological and
medical MEMS representing the most rapidly growing
sector. The medical arena brings the additional chal-
lenges of disposability and low cost. Emerging MEMS-
based companies are targeting miniaturized microflu-
idic systems that are able to perform a complete
bioassay on what is loosely defined as a “chip.” A
necessary goal of these systems is to obviate manual
handling of samples, which is slow, requires trained
personnel, and is not cost-effective. Integrated sample
preparation requires a high degree of functionality to
truly permit biological or chemical analysis to be
performed in a miniaturized system, yet the danger of
sample-to-sample contamination dictates inexpensive,
disposable parts. Typically the cost of a part increases
with its functionality.

Acoustic forces can be used for concentrating,
mixing, sorting, and transporting particles in disposable
sample chambers. The use of remotely-coupled acoustic
energy into a micromachined chamber combines high

functionality with an inexpensive, disposable sample
chamber. A bulk PZT transducer can be used multiple
times as the source of acoustic energy, while the sample
chamber can be inexpensively processed and thrown
away after one use. In addition, acoustic forces act over
a volume, are not media-dependent, allow the manipula-
tion of uncharged and opaque particles, and do not
require integrated electrodes or magnetic beads. Thus,
acoustic actuation provides features that are not met by
electroosmotic, electrophoretic, dielectrophoretic, elec-
trohydrodynamic, magnetic, or optical techniques.

Acoustic radiation pressure exerts a force on a
particle. Radiation pressure generated in the pres-
ence of a standing wave induces a pressure field
that forces particles to collect in the nodes or anti-
nodes of the standing wave. The acoustic force
exerted on a particle can be expressed as,

Fac = –4π/3 R3kEA sin(2kx),

where R denotes the particle radius, k is the wave
number, and E is the acoustic energy density.1–5 The
compressidensity factor, A, reflects the relative
density and compressibility of the particle with
respect to the ambient medium, and the sign of A
determines whether the particles concentrate in the
nodes or the anti-nodes of the standing wave. It
follows that acoustic radiation pressure can be used
to differentiate particles based on their size and
their material attributes. 
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We have demonstrated a non-contact method of concentrating and mixing particles in a microflu-
idic chamber using acoustic radiation pressure. A flow-cell package has also been designed that inte-
grates liquid sample interconnects, electrical contacts and a removable sample chamber.
Experiments were performed on 3-, 6-, and 10-µm polystyrene beads. In addition, finite element
modeling has been used to predict pressure profiles in fabricated chambers. Flow cell designs to
maximize acoustic energy coupling into the chamber and generate standing acoustic waves have
been fabricated and tested.
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Progress

We have tested a prototype device for acoustic-
based particle manipulation. The device consisted of
a single half-wavelength width fluid channel (Fig. 1). 

Mixing (Fig. 2) and concentration (Fig. 3) of
polystyrene beads were observed in water. PZT
transducers were driven at 20 Vpp. Degassing of the
water was not required. Figure 3 shows concentra-
tion of 10-µm polystyrene beads at the center of the
fluid channel, an expected pressure node of the
standing wave. Also shown in Fig. 3 is separation of
particles based on size. The larger beads collect at
the central node of the channel, while smaller, 3-µm
beads remain dispersed in solution. Bead concentra-
tion times were on the order of minutes.

To better understand the observed mixing
phenomenon, we performed finite element modeling
of the fluid channel geometry. One-dimensional
models verified generation of a standing pressure
wave given the geometry of the chamber. Three-
dimensional models showed a distribution of pressure

across the length of the fluid channel, specifically, a
higher pressure profile at the center of the wall, with
decreasing energy radiating towards the channel
ends. We believe this is due to the mechanical
clamping at the ends of the chamber wall, which
appears to cause a circular mixing motion at the
clamped wall interface.

Summary

Mixing and concentration of particles in fluids
have been shown in a microfabricated sample cham-
ber with a flow cell package. We have tested proto-
type designs that indicate preferential geometry for
mixing versus concentrating functions.
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Kenneth L. Blaedel, Acting Center Director

Center for Precision Engineering

The projects described in the following articles
demonstrate the breadth of interest, from machine
tool design to manufacturing process engineering,
that has traditionally defined the Center for
Precision Engineering at Lawrence Livermore
National Laboratory (LLNL). In addition, a new set
of programmatic requirements has been articulated
that will challenge the Center far into the future.

The first article describes a project whose goal is
to devise and prove a method of dimensional metrol-
ogy for non-rigid components, for example, those
that can deform during the inspection process. No
such methodology exists to the precision that will be
required for the weapons program in the future. 

The second article summarizes a new approach
to designing a precision machine tool where its
performance is characterized in the spatial-
frequency domain instead of the spatial domain
alone, which is the basis for classical design. 

The third article describes how we combined data
sets from three metrology instruments to achieve a
broader characterization of surface quality than
could be done by any one of the instruments alone. 

The fourth article describes a fabrication process
that holds promise for predictably removing material
down to the molecular level. 

The fifth article discusses a machining process
whose goal is to radically reduce the wear of a diamond
tool, thus enabling us to machine difficult materials to
higher precision than is currently possible.

We will continue to pursue some of these ideas
through the next year.

In looking to the future of Precision Engineering,
we have recently defined a new challenge that will
provide a focus for our R&D resources. This focus is
the manufacturing and characterization of “meso-
scale devices” for LLNL’s National Ignition Facility
(NIF). The science-based Stockpile Stewardship
Program will conduct weapons physics experiments

in NIF in much the same way it used to conduct
experiments at the Nevada Test Site (NTS). The
major difference between the NTS experiments and
those on NIF will be one of scale. Future weapons
physics experiments will be of the order of millime-
ters in the NIF, which is 100 to 1000 times smaller
than those conducted at the NTS. These millimeter-
scale physics experiments or “meso-scale devices”
will provide data about shock physics, equation of
state, opacity, and other essential measurements of
weapons physics. 

This program faces many new challenges, not the
least of which is the ability to design, manufacture,
characterize, and field the experiments in the NIF
chamber. These experiments will involve millimeter-
size structures fabricated from exotic materials and
to precise tolerances down to 0.1 µm or less. In
addition, cleanliness will be an extremely important
requirement since particulate even at the sub-
micrometer level could ruin an experiment.
Diagnostics must interface with the meso-scale
device at precise locations and will include miniatur-
ized fiber optic technology, x-ray optics, digital
cameras, and radiation detectors. These experimen-
tal systems must be aligned in the NIF chamber to a
precision of micrometers over distances of meters.
And finally, all of this must be done at minimum cost
and expenditure of time since there will be hundreds
of experiments performed per year if NIF is to be a
cost-effective facility and fulfill its promise of
science-based stockpile stewardship.

Virtually all of the engineering and manufacturing
problems faced by the early weapons program must
be rethought, redefined, and resolved. The problem of
small, precise devices, including diagnostics,
requires a systems engineering approach to meet the
challenges of precision, cost, and throughput. The
challenge to engineering in general and to the preci-
sion engineering community in particular is clear.
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Introduction

Modern materials present a number of formida-
ble challenges to the fabricators of optics and preci-
sion components. In many Lawrence Livermore
National Laboratory (LLNL) programs there is a
general need for spherical and non-spherical
surfaces fabricated from a variety of media that are
able to handle high fluences. Traditional finishing
and final figuring techniques, still largely a black art,
fall far short of today’s requirements. Unfortunately,
any form of contract figuring or polishing introduces
a degree of distortion into the workpiece. Present
finishing technologies produce significant levels of
surface and subsurface damage and are difficult to
apply to non-spherical shapes. In many applications,
mechanically inferior or more costly materials are
used because the material of first choice (in terms
of performance) is too difficult to fabricate. Reactive
atom plasma polishing presents an opportunity to
significantly improve the capabilities of our preci-
sion manufacturing technology. 

The thrust of this effort is to develop a final proce-
dure that can remove damage introduced by previous
process steps, figure highly aspheric optics or preci-
sion components and reduce high-frequency surface
roughness. In its final stage, this technology functions
as a shaping and a finishing operation in both the
subtractive and the additive mode. Subsurface damage
in the form of cracks and plastically deformed materi-
als are removed in an atmospheric pressure, dry etch

process. Removal rates in an optimized system are
expected to be high, and large workpieces will be
configured in a relatively short time.

The final shaping of optics and precision surfaces
is executed by exposing the workpiece to reactive
atoms generated by an atmospheric pressure, inert
gas plasma. Reactants are created from trace gases
introduced into the discharge and are chosen to fit
the chemistry of the workpiece. Interaction of reac-
tants with the workpiece is almost entirely chemical,
resulting in the removal of the existing damaged
layer without distorting the underlying material. The
plasma footprint is highly reproducible, resulting in
predictable removal rates. By translating the plasma
across the workpiece, a symmetric or highly asym-
metric damage-free surface can be created. 

Background

In demanding applications the success of any
manufactured precision component depends on the
surface and near-surface quality. Damage, present
in crystalline or amorphous substrates as cracks,
voids or plastically deformed material can lower the
damage threshold for high fluence use or increase
the chemical activity of the surface (corrosion). Any
shaping and finishing process that involves surface
contact will introduce damage to some degree. In
addition, for silica glass optics, high quality final
finishing is accomplished through complex solution
phase chemistry that tends to deposit contaminants
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The goal of this project is to develop a fabrication technology capable of shaping and finishing diffi-
cult materials with minimal subsurface damage. The technique developed uses an atmospheric pres-
sure mixed gas plasma discharge as a sub-aperture polisher of fused silica and single crystal silicon.
Workpiece material is removed at the atomic level through reaction with fluorine atoms. These reac-
tive species are produced by a noble gas plasma from trace constituent fluorocarbons or other fluo-
rine containing gases added to the host argon matrix. The products of the reaction are gas phase
compounds that flow from the surface of the workpiece, exposing fresh material to the etchant. An
initial system has been built and tested. Preliminary etch rates have been measured on fused silica
and silicon.

Jeffrey W. Carr
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in a gel-like layer on the surface of the component.
While an extremely smooth part can be produced,
the top layer often hides an extensive damage zone
below. An optimum approach to final surface gener-
ation would involve a non-contact system that
removes material chemically without residual conta-
mination. A number of attempts at non-contact
material removal have been reported.

Plasma etching at reduced pressure is used
extensively in the semiconductor industry for
processing a wide variety of materials including
semiconductors, metals and glasses.1 Removal
mechanisms and removal rates have been studied in
detail and are reasonably well understood. With
pressures in the 10 to 20 mtorr range, ion and elec-
tron densities are on the order of 109 to 1010 cm–3.
These reactive ions are believed responsible for the
majority of material removal. Consequently, the
technique is known as reactive ion etch (RIE). With
electron energies in the 3 to 30 eV range, material
removal tends to be largely chemical in nature.
Below 50 eV, physical sputtering is negligible and
subsurface damage is non-existent. Above 50 eV, the
induced damage will affect device performance. In
the absence of sputtering, reaction products must be
volatile or the process is self-terminating after the
formation of the first product layer. 

Considerable effort has been put into developing
plasmas with uniform etch rates over the entire
discharge, making RIE unsuitable for the production
of figured precision components. Shaped discharges
are possible, but usually have a Gaussian shape over
the width of the reaction chamber. If removal of the
damage layer from a pre-shaped part were the only
task, RIE would be usable for smaller optics.
However, the technique would fail when non-uniform
material removal is required. RIE etch rates are also
quite low and not suitable for removing large
amounts of material. 

An additional practical drawback to the technique
for precision finishing would be the requirement of a
vacuum. Translating either the source or workpiece
with precision in a complicated pattern inside a
vacuum chamber would be challenging, especially in
the case of large optics. In-situ metrology would also
be awkward. Fortunately for the development of this
process, the chemistry that occurs in RIE systems is
similar to that of higher pressure systems. The main
difference is the population shift between atom and
ion species. In the tail of the high-pressure
discharge, the part that interacts with a workpiece,
the population of ions would be low. There, atoms
produced by ion-electron recombination reactions
predominate. However, reactive gas mixtures that are
used in RIE will also work for atmospheric pressure

systems. In the atmospheric plasma it is the chemi-
cal potential of the atoms rather than the ions that is
responsible for the removal of material.

A modified RIE for polishing at reduced pressure
has been built using a capacitively coupled
discharge.2–5 Named “Plasma Assisted Chemical
Machining” (PACE), the system has been successful
in shaping and polishing fused silica. In the first
application of PACE, Bollinger et al.2 noted that a 1-in.
discharge controlled material removal to better than
1% with removal rates from 0 to 10 µm/min. The
footprint and the rates could be varied during the
process by changing plasma parameters such as
power and reactive gas flow. In subsequent analysis,
the parts showed no evidence of subsurface damage,
no surface contamination and no distortion at the
edge of the optic (roll-off). Material removal could
be predicted from a linear superposition of the static
footprint. Control algorithms were developed to
permit fabrication of a spherical optic from knowl-
edge of static behavior.3

An updated low pressure system with a 13-mm
capacitively-coupled discharge was built to shape and
polish single crystal silicon and silicon over silicon
carbide.5 While the results for subsurface damage
were similar to previous studies2–4 the authors also
considered the evolution of surface roughness and its
relationship to previous process steps. Not surpris-
ingly, they found that greater subsurface damage
results in an increase in roughness.

A major limitation of the capacitively-coupled
discharge is the requirement that the workpiece be
either conductive or <10 mm thick. In addition, etch
rates were noted to be dependent on part thickness,
decreasing by a factor of ten when thickness
changed from 2 to 10 mm. Above 10 mm the rates
were too low to be of much use for shaping, but
could find some application in damage layer removal
(20 nm/min).4 Optics up to 188 mm in diameter with
30° slope were polished under mild vacuum. If
metrology is needed in an iterative procedure, the
chamber must be vented, the part removed and
measured, replaced in the chamber and then
pumped down for the next etch step. The conver-
gence rate for PACE is typically low, resulting in a
long and arduous (expensive) process. In-situ real-
time metrology becomes difficult if the equipment is
not dedicated to a single type of workpiece. While
extension to larger workpieces is certainly possible,
the difficulty in handling large parts is clear.

Ion beam sputtering or neutral ion beam milling
remove material from the workpiece by kinetic inter-
action of ions with atoms or molecules of the
surface. The technique has been around for quite a
while6 and the main application has been optical
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polishing for fused silica optics.7,8 Earliest sources
used beams with energies that were a large fraction of
1 MeV, while most recent systems use Kaufman
sources with energies of 1500 eV to provide the opti-
mum sputter yield. Researchers claim several advan-
tages for ion milling. Chief among them are: no surface
contact, no weight on the optic, no edge effects, high
removal rate, and efficient correction of long spatial
wavelength errors. The removal rates for a 1-A beam
on fused silica are about 0.35 cm3/h; unfortunately,
such high currents are rarely used. A more typical
value is 30 mA providing a removal rate nearer to 0.01
cm3/h. Zerodur, a proprietary form of low-expansion
glass, was a factor of two slower. Ten hours were
required for correcting (not figuring) a 30-cm optic.

As with any sub-aperture tool, the footprint must
be stable and predictable. The Kaufman source,
which typically produces Gaussian beams 3 to 15 cm
in diameter, meets these needs quite well. The size
of the beam can usually be reduced with an aper-
ture. Configuring algorithms for the production of
aspheric or non-rotationally symmetric workpieces
have been extensively developed.9

Observed disadvantages include high surface
temperatures, an increase in surface roughness, and
the need for a vacuum (and to do translation in that
vacuum). The temperature is dependent on beam
current so an increase in etch rate assumes an
increase in temperature, often surpassing several
hundred degrees Centigrade. An increase in rough-
ness on undamaged material occurs primarily from
redeposition, although later efforts suggest that any
amount of subsurface damage in the workpiece will
increase roughness and degrade surface quality.10

Typically, a 50% roughness increase for shallow
etched parts can be expected.11 The difficulty in
working under vacuum is only a practical considera-
tion, especially for large optics. Clearly this doesn’t
concern the engineers at Kodak who have built an
ion beam figuring chamber capable of handling a
workpiece that is 2.5 m × 2.5 m × 0.6 m in size.8

One investigator has used a direct current plasma
(DCP) at atmospheric pressure to build a device
capable of thinning wafers.12 The system, called a
“plasma jet,” uses argon as the plasma gas with a
trace amount of fluorine or chlorine for reactive atom
production. The main intent of the device is to do
backside thinning of processed silicon wafers for
smart card and other consumer applications. The
industry requirement of a 200-mm wafer with a thick-
ness <50 µm cannot be met with any current
commercially viable polishing process. The defects
and microcracks introduced by abrasive systems
create a damage layer that is a large fraction of the
desired 50-µm thickness. Thin wafers produced by

polishing are prone to fracture even with delicate
handling. Wafers are thinned in a batch mode by plac-
ing them on a platen and using planetary type motion
to move the sub-aperture plasma in a pseudo-random
fashion across the surface. Irregularity from fluctua-
tion in the plasma jet is removed by this randomiza-
tion. The discharge is about 1 in. in diameter and the
removal rate is 0 to 20 µm/min for a 200-mm wafer
with a uniformity of <5%. Total material removal
comes to about 30 cm3/hr.

A number of analytical methods were used to
assess surface quality. Scanning electron
microscopy did not show defects or scratches on
either side of the wafer. X-ray photoelectron spec-
troscopy, used to measure surface contamination,
showed no evidence of elements other than silicon.
The chemistry of the plasma is quite specific. As a
result, metal or carbon contamination (fingerprints)
present before etching were not removed.
Transmission electron microscopy did not reveal any
subsurface defects in the silicon crystal, supporting
the supposition that the plasma is nearly 100%
chemical in nature. A number of other studies,
including optical microscopy and adhesion tests, did
not reveal any additional defects.

In its current configuration, the DC plasma is not
well suited for aspheric generation or material
deposition. The trace reactants are introduced along
with the bulk gas and, as a consequence, are widely
distributed throughout the discharge, substantially
increasing the footprint and the minimum feature
size. Electrodes that are used to establish the arc
are eroded by the reactants and add particulates to
the atom stream. Electrode erosion also causes fluc-
tuations in the plasma and accounts for the reduced
uniformity compared to RIE systems. Detrimental
electrode reactions also preclude the use of oxygen
and many other potentially useful plasma gases.
Finally, the discharge is not as hot as an inductively-
coupled plasma (ICP) and, as a result, the produc-
tion of reactant atoms is reduced.

A radio frequency (RF) plasma has been used to
slice silicon and as a sub-aperture tool to polish
optics.13–15 The plasma is generated around a wire
or blade electrode immersed in a noble gas atmos-
phere that contains a trace of reactive components.
The plasma converts the reactive precursors to radi-
cal atoms that react chemically with the workpiece,
removing material one atom at a time. Referred to
as chemical vapor machining (CVM), the electrode is
brought to within 200 µm of the workpiece wherever
material is to be eroded. Analysis has shown the
resulting surfaces to be damage free and the
process is considered to be entirely chemical in
nature. A comparison of damage in silicon for
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polishing, sputtering, CVM and chemical etching is
reported in the literature.13 Both mechanical polish-
ing and argon sputtering induced significant damage
into the silicon surface. The damage for CVM and
wet chemical etching was similar and near to the
intrinsic damage typically found in silicon used in
the semiconductor industry.

Unfortunately, the non-rotationally symmetric
nature of the CVM footprint makes the process diffi-
cult to model and control. In the case of a blade, the
footprint takes the shape of a high aspect ratio
rectangle with rounded corners. Process rates are
limited by the ability of the plasma to decompose
reactive precursor into radical atoms. While no
vacuum is required, the workpiece must be enclosed
in a vessel to contain the plasma atmosphere.

The ICP discharge in its most familiar commercial
form was originally developed to grow crystals.16,17

In a configuration remarkably similar to the excitation
source used in current analytical spectrometers, a
powder of the crystal to be synthesized was aspirated
into the center of the discharge. Reed was able to
grow boules from 5 to 15 mm in diameter and as long
as 30 to 90 mm with a growth rate of 20 to 50 mm/hr.
No mention was made of crystal quality. This
approach to crystal growth seemed dormant until the
early part of this decade when it was used to produce
crystalline films of a number of oxides (MgO, ZrO2,
NiO, SnO2, TiO2, ZnCr2O4, Cr2O3, CoCr2O4, NiCr2O4,
and several rare earth oxides).18,19 X-ray diffraction
was used to confirm the crystalline nature of the
films. Superconducting thin films of Bi-Pb-Sr-Ca-Cu-O
were also fabricated with plasma spray methods.20

Between the two efforts, an ICP was used on several
occasions to produce ultrafine particles by desolvat-
ing droplets aspirated into the discharge.21

The conditions of the ICP make it an ideal source
for reactive atoms needed for shaping damage-free
surfaces. In his initial work Reed surmised that the
high electrical conductivity of partially ionized
gases (for argon, 120 Ω/cm at 15,000 K)
contributed to the ease of plasma formation at high
pressures. There are no electrodes and a number of
gases can be used as the host matrix, although
argon is usually the principle component. A typical
discharge is characterized by high current (100 to
1000 A) and a relatively low voltage (10 to 100 V).
The flowing plasma is not in complete thermody-
namic equilibrium; however, ion and excited state
atom populations are within 10% of equilibrium
values. Electron densities are high (>1015 cm–3 is
typical) suggesting equilibrium temperatures
>9000 K.22–24 Reed calculated a peak temperature
of 10,000 K from the ratio of emission intensities
for a set of argon lines, again assuming equilibrium,

making the ICP an efficient source for the genera-
tion reactive atoms.

Figure 1 shows a standard plasma torch used as
an emission source for analytical spectroscopy. The
current from a 27.12-MHz RF generator flows
through a three-turn copper load coil around the top
of the torch. The energy is coupled into the plasma
through a cylindrical skin region that is located on
the outer edge of the discharge nearest the load coil.
The plasma is supported in a quartz tube by the
plasma gas that is introduced tangentially to form a
stabilizing vortex. In analytical spectroscopy, trace
elements are introduced into the plasma as an
aerosol through the central tube. The plasma skin is
thin in this region and the sample easily penetrates
the discharge. As the sample travels upward it
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Figure 1. ICP torch showing the three types of gas flow and
the location of the plasma relative to the load coil.
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becomes progressively desolvated, atomized, excited
and ionized. The relative distribution of ions and
atoms in the discharge is represented in Fig. 2.
Spatial profiles for five plasma regions indicate that
the ion population decays before that of the excited
atoms. The maximum atomic emission occurs
several millimeters above the load coil near the visi-
ble tip of the discharge (zones 3 and 4).
Recombination and radiative decay in this region are
used to spectroscopically determine the concentra-
tion of the sample in the injected solution. Since the
main thrust of ICP research has revolved around its
use as an excitation source, information on the
unexcited neutral atom population throughout the
discharge is limited. 

The characteristics of several shaping and finish-
ing technologies are summarized in Table 1.
Typically, all of the approaches have one or more
areas where they excel. In the case of low-end
consumer optics where cost is always an issue,
traditional methods such as lapping and polishing
will be used for many years. For some applications,
including high fluence optics, the categories of
subsurface damage, contamination and figure
control would be emphasized. Unfortunately, none of
the current techniques is adequate for demanding
applications. It is in these critical areas that reactive
atom plasma polishing (RAPP) will be very effective.
No other method has the potential to produce
damage-free, non-contaminated surfaces with high
removal rates and good figure control over a large
range of materials.

Progress

An initial system has been designed and built
using commercial equipment as well as home-built
components. The unusual application of the RF
generator and impedance-matching network made
initial operation difficult. Several modifications to
the load coils and plasma chamber were necessary
to achieve a stable discharge. The range of gas flow
rates necessary to achieve a stable plasma was
studied. Temperature shifts at the workpiece surface
were measured over a period designed to simulate
the figuring of a highly aspheric optic. Etch rates
were measured for silicon.

Design and Construction

A commercial plasma generator from Advanced
Energy, developed for use as a low-pressure etching
system for use in the semiconductor industry, has
been modified to produce reactive atoms in a flowing
argon stream. The plasma chamber, containing the
torch and load coils (Fig. 1) was built from copper
and attached directly to the impedance-matching
network. Initially, a four-turn coil was used to couple
energy into the discharge. The energy from the RF
generator was shunted directly through the water-
cooled coil, constructed from 3-mm copper tubing.
Unless the plasma is ignited, there is very little
resistance to the energy flow. The 5 kW from the
generator either reflects back to the source or flows
to ground. After ignition the power is inductively
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coupled into the plasma; very little power is either
reflected or lost to ground. Under normal operating
condition, the discharge generates large amounts of
stray RF energy that must be confined to the plasma
chamber. The design must take these two operating
extremes into account.

The plasma chamber was constructed from a
single sheet of 0.125-in. copper, folded into the
proper shape. The use of folds rather than seams
reduces the amount of RF leakage that invariably
occurs at the joined edges. Where connection was
necessary, the bond was created by braising the
pieces together, minimizing RF leakage. An inside
view of the copper box (Fig. 3) shows a later model
torch mounted in place of the earlier solid version. A

two-turn coil also replaced the original four-turn
design. The lower copper block on the rear wall is
the hot end of the coil and is isolated from the
plasma chamber. The ground side can clearly be
seen, firmly attached to the inside of the box. In the
configuration pictured here, a long outer torch tube
has been added to the torch to prevent quenching of
active species via entrained atmospheric gasses.
The torch extends into the sample chamber (Fig. 4).

The discharge occurs in the region of the coils
(Fig. 5). The shadows of the two turns of the load
coil can be seen through the netting of the observa-
tion window. They are located just to the left of the
bright portion of the plasma. The hot gases are
contained entirely within the quartz outer tube of the
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Table 1. Comparison of finishing and shaping methods.

Sub- Surface
Material  Figure Removal surface rough- Contam- Foot- Vacuum

set control rates damage ness ination print required

Diamond  Moderate Very good Very high High Good None 1 to No
machining 100 µm

Lapping Large Very good Moderate Very high Moderate Moderate 25 mm No
and to high to full 
grinding aperture

Chemical Large None High None Good Low Full No
etch aperture

Traditional Small Poor Low High Excellent High 25 mm No 
polishing to full 

aperture

RIE Moderate Good Moderate Low Good Low Full Yes
aperture

PACE Small Good to Moderate Low Good to Low 25 mm Yes
very good very good to full 

aperture

Ion milling Large Good Moderate Moderate Good Low to 100 nm to Yes
moderate 50 mm

Plasma jet Small Good High None Good Possible 10 mm to No
25 mm

Plasma Moderate Moderate Moderate None Good to   None Long and No
CVM to large very good narrow

RAPP Moderate Good to Very high None Good to None 1 mm to No
to large very good very good  50 mm
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torch. The color of the plasma is modified by the
trace elements used to form the reactive atoms. In
this photograph, only the argon host gas is being
excited. Nearly all of the energy (1.5 kW) used to

generate this discharge is radiated in the visible and
near ultraviolet region of the spectrum. The light is
produced through relaxation of excited states of
argon as well as ion/electron recombination of the
ionized host gas. Only a small portion of the energy
is diverted to kinetic energy and to dissociation of
the reactive atom precursors. 

Reactive atoms from the plasma are delivered to
a workpiece that is mounted on translation stages
in the sample chamber. In its present configuration,
a crossed X-Y slide and a rotary stage allow the
fabrication of rotationally symmetric workpieces up
to 200 mm in diameter. Repositioning both the
torch and the sample mount within their respective
chambers can increase the range of the stages. A
large range was necessary to investigate conditions
for material deposition in the additive configuration
of the reactive atom system. A large ventilation duct
removes reaction products and the host argon gas
along with any unreacted chemicals from the
sample chamber.

Initial Operation and System Modifications

The plasma was initially tuned on argon gas only.
Before any trace gases were added, the plasma was
stable over a wide range of tuning and operating
conditions. The auto tuning function supplied with
the system for low-pressure operation was able to
compensate for any shifts in impedance when power
settings or gas flows were altered. The system was
tuned to operate under minimum reflected power.
When run at 1.5 kW, a typical operating condition,
the reflected power was below 15 W. 

The first gas used to generate fluorine atoms was
a mixture of sulfur hexafluoride (SF6) in a nitrogen
host. Unfortunately, the nitrogen seemed to promote
quenching of the reactive atoms, lowering the etch
rate to nearly zero and complicating plasma tuning.
The precursor was switched to pure SF6 reducing
quenching and improving tuning sensitivity. After a
prolonged period of use, SF6 appeared to deposit
sulfur on the surface of the plasma chamber as well
as the sample box and the ventilation system.
Energy in the radio frequency range tends to propa-
gate along the surface of a metal. Adding a dielectric
to the surface in the form of a sulfur compound
substantially altered the system tuning characteristics.

To adjust to the new tuning conditions, it was
necessary to reduce the number of turns in the load
coil and to shift the spacing between the coils. Even
after a considerable investment of time, the system
never regained its wide stability range. The auto
tune function is now unable to compensate for shifts
during operations. It is now necessary to tune
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Figure 3. View inside the plasma chamber showing the
demountable torch with a long outer tube.

Figure 4. The sample chamber. The three-axis translation
stage can be seen through the observation window. The
plasma chamber is to the left.

Figure 5. The discharge seen through a dark filter glass.
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manually for minimum reflected power. When a suit-
able tuning point is found, reflected power again
stays below 15 W; however, the adjustment range of
the tuning capacitors is very narrow (that is, a
narrow range of stability).

During early operation of the reactive atom
plasma, the exterior of the plasma chamber and
sample box was measured for RF leakage. The
detection system was calibrated by placing it inside
the plasma box without igniting the plasma. The
generator was then operated over a range of power
from 0.1 to 1.0 kW to estimate the sensitivity of the
detector. We were then able to measure power levels
outside the plasma chamber and sample box as well
as inside the sample box over the entire range of
operating conditions with and without plasma igni-
tion. Not surprisingly, radiation was detected in the
workpiece area, although the energy levels were
very low when the plasma was ignited. Outside the
plasma chamber and sample box, it was not possi-
ble to detect any RF signal.

To limit reactive atom quenching, the length of
the outer torch tube was increased in several steps
until it nearly touched the workpiece. For this exper-
iment, a demountable torch was used. The demount-
able system permits a change in the tube length
without dismantling of the entire torch assembly. It
is also useful on those rare occasions when some-
thing goes amiss and the outer tube is transformed
into a glowing pile of quartz slag. While reaction
rates at the surface of the workpiece did increase,
suggesting an increase in the reactive atom popula-
tion, surface temperatures also increased.
Thermocouples were placed at several locations in
the sample box; one above the sample, one between
the thin silicon wafer sample and the rotary stage
and two others at probable hot spots in the cham-
ber. The maximum temperature of the workpiece
(measured from the rear of a silicon wafer)
increased from 70 oC with the short torch to 225 oC
with the longest torch. The temperature is reached
quickly, a matter of a few minutes, and stays there
for the duration of the experiment, as long as 60 min
in some cases. At this time, the major concern with
the temperature increase is resistance of the stage
motor. To prevent overheating, the rotary stage and
motor were covered with a cooling coil.

Silicon Etch Rates

A silicon wafer with a known mass was exposed
to a flow of fluorine atoms from the reactive atom
plasma. The fluorine atoms were created from the
dissociation of SF6 delivered to the plasma at a

flow rate of 30 ml/min. In 20 min the silicon wafer
was reduced in mass by 0.372 g. In a balanced
reaction, two molecules of SF6 react with three
atoms of silicon to produce three molecules of SiF4
and two atoms of silicon:

2SF6 + 3Si = 3SiF4 + 2S

If the reaction were 100% efficient a total of
1.143 g of silicon would have been consumed. Under
the operating parameters used in this experiment,
silicon reacted with an efficiency rate of 32.6%. The
reduction in rate could be from a number of factors.
The two most probable are quenching or the inability
of the reactants to reach the surface of the work-
piece. Quenching of the reactive gases in the plasma
can come from at least two sources: either from
entrained atmospheric nitrogen or from recombina-
tion of the fragmented precursor. At the surface of
the workpiece, boundary layer conditions may
prevent the fluorine atoms from reacting. Two other
experiments were performed under similar condi-
tions, the only change being small changes in flow
rate of the reactive gas and a small increase in the
plasma power.

Initial studies using an optical interferometer
have shown the footprint to be roughly Gaussian in
shape. The material is removed in a symmetric fash-
ion across the discharge. As expected, there is little
evidence of redeposition. In addition, preferential
etching, caused by dirt or other debris on the
surface seems not to be an issue in early tests.

Future Work

In the initial experiments, the reactive precursor
was added to the plasma, giving the reactive atoms
the broadest distribution possible. The concentra-
tion of reactive species was also kept on the low
side. The combination of a wide footprint and a low
reactant concentration should minimize the bound-
ary layer effect. On the surface, the 30% efficiency
suggests that quenching in the plasma was responsi-
ble for a reduction in active species leading to the
lower than expected consumption of silicon. 

To confirm this statement, the proficiency of the
reaction over a wide range of concentration will be
measured.  The distribution of reactants throughout
the discharge will also be altered. Confining the
reactants to the central channel of the plasma will
decrease quenching of the active species. The addi-
tion of a second downstream load coil can also serve
to redissociate the fluorine if recombination is an
issue. Besides increasing understanding of the
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reduction in reaction rate, this study will determine
the range over which the reaction is linear, an
important parameter in fabrication of precise optical
profiles. The etching pattern caused by a translated
discharge will also be studied.

The shape and symmetry of the static footprint
will be measured as a function of plasma conditions
(power, shape of load coils), primary gas mixture,
primary gas flow rate, reactive gas type and concen-
tration, discharge size, distance from the plasma
and dwell time. The effect of crystal orientation on
the etch rate of silicon will also be investigated. The
footprint shape, surface roughness and removal
rates will be measured with a Fizeau-type interfer-
ometer and an atomic force microscope. If neces-
sary, etch rates and materials removal mechanisms
will be determined in situ by emission or absorption
spectroscopy. Once the stability and shape of the
footprint is determined, convolution algorithms can
be developed to generate specific surface shapes.
The program would determine a path of motion for
the discharge over the surface of the workpiece. A
long term objective is to develop a well understood
technology that can be tuned to produce a highly
asymmetric surface in a single operation from a
data file.
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esign of an Ultra Precision 
Machining Facility: ULTRA 350

Center for Precision Engineering

Introduction

The drive for miniaturization and higher precision
across a widening range of manufacturing activities
is increasing, placing demands on engineering for
new capabilities for machining, positional control,
and measurement to nanometer tolerances. It also
calls for improved understanding of materials and
processes at the molecular or atomic level.

NASA recently reported that one of the principal
missions for the International Space Station (ISS) is
material science in microgravity, stating that “manu-
facturing is 17% ($1.2 trillion) of the US gross
domestic product.” This means that even the modest
improvements in materials and their production can
have a great impact on the US economy. The 1998
Metal Casting Industry Roadmap lists lack of knowl-
edge of interactions among process, microstructure,
chemistry, and material properties as one of the
major technology barriers in materials.

It is critical to the ongoing success of LLNL and
the US economy that we have the right engineering
tools that will lead to improvements in our manu-
facturing techniques and the development of new
products and processes. Our objective is to estab-
lish a national world-class research and manufac-
turing facility to take us confidently into the
twenty-first century.

Progress

The ULTRA 350 machine concept design is now
complete and the final detail design will commence
in the next fiscal year. 

The machine configuration is illustrated in Figs. 1
and 2. Figure 1 shows the machine as it would be
used in a single-point diamond turning mode and
Fig. 2 shows the machine in its grinding mode.

This four-axis diamond turning and grinding
machine uses a ‘L’-bed base construction, which
supports the ‘X’ axis tool carriage slide and the ‘Z’
axis work slide. Both carriages run on pressurized
hydrostatic oil guide-ways. The ‘Z’ work carriage
carries the ‘C’ axis work-head spindle, which has
hydrostatic bearings. The ‘X’ tool carriage carries
the integral ‘A’ axis rotary table which also has
hydrostatic bearings. This rotary table supports a
tool-post for diamond turning or metrology equip-
ment for workpiece inspection. A good feature of
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This report describes the advanced machine tool technology used in the design of an Ultra
Precision Machining Facility, the ULTRA 350 at Lawrence Livermore National Laboratory (LLNL). It
outlines the collaborative research undertaken in key technology areas to ensure we maintain our
world leadership in precision machine technology. It also describes the new enhanced manufactur-
ing process capabilities the machine brings to LLNL’s precision manufacturing group.

Keith Carlisle and Stanley L. Edson
Manufacturing and Materials Engineering Division
Mechanical Engineering

Figure 1. Schematic illustration of ULTRA 350 in single-point
diamond turning mode.
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this rotary table is that it can be removed from the
machine to accommodate a grinding spindle. 

The work capacity of the machine is 350 mm in
diameter and 225 mm in length. Each slide has a
maximum travel of 350 mm with a positional resolu-
tion of 1 nm. The target performance for the
machine is 25 nm (p-v) contouring accuracy and 4 nm
rms surface finish. 

The machine base is to be constructed from steel,
chosen because of its high modulus of elasticity,
giving high specific stiffness. Finite element analysis
will be used to determine the final design, which may
include the selective addition of synthetic granite to
achieve high internal damping. Subjecting the base
fabrication to thermal stress relief will ensure long-
term dimensional stability. Seismic vibrations will be
reduced by supporting the base on a three-point, self-
leveling pneumatic isolation system, which may have
to stand on a damped, large-mass concrete founda-
tion. This will depend on the final site conditions.

Oil hydrostatic bearings have been selected for
their attainable high stiffness and load carrying
capacity. They also provide smooth motion and good
damping with freedom from slip-stick, all essential
requirements when servo-positioning slides down to
1 nm during contouring operations. Oil also has the
added advantage of being temperature controllable
to within 0.01 °C or better to ensure thermal stabil-
ity of the machine.

The work slide uses an opposed bearing pad
design for both vertical and horizontal bearings.
Designing the slide motion to be parallel to the work
spindle axis ensures that any out-of-balance forces
generated by the rotary motion will be absorbed by
the slide bearings and not seen directly by the linear
drive system. 

The tool slide uses the same bearing design as
the work slide. Mounting the bearings to a vertical
face gives better operational access. It also
enables the ‘A’ axis rotary table to be embedded
within the carriage and permits greater slide bear-
ing separation, which was an important design
consideration when trying to reduce carriage roll
effects. Carriage roll is seen as a departure from
straightness at tool travel height in the ‘Z’ direc-
tion. With a 2:1 ratio between bearing separation
and bearing-to-tool position, it is possible to
control straightness of carriage motion through
bearing adjustment. Another design feature of the
machine is the ability to exchange the rotary table
with a motorized grinding spindle.

The work spindle is integrated into the work
carriage for maximum stiffness and uses oil hydrosta-
tic bearings designed to give high stiffness, high load
carrying capacity, good damping and low error motion.

Thermal stability is to be maintained by careful
selection of the materials used for its construction:
the bearing is designed for low ‘∆t’ and tempera-
ture control of the oil to better than ±0.001 °C. All
these design factors have been optimized to
achieve the highest standards in single-point turn-
ing and enable full exploitation of ductile regime
grinding of brittle materials.

The spindle is to be driven through a non-influencing
drive coupling by a high-performance brushless DC
motor, supported by an air bearing. The drive motor
has its own temperature control system. A rotary
encoder is built into the spindle to provide commuta-
tion for the servodrive and positional information for
a “fast-tool-servo” (FTS) axis.

Additional facilities built into the spindle include
provision for two-plane dynamic balancing and
vacuum work holding.

The ‘B’ axis rotary table gives great flexibility to
the range of work that can be carried out on the
machine. Unlike most other machines, there is no
loss in workpiece swing diameter when using the
rotary table. This is because of the unique design of
the rotary table, which is embedded within the tool
slide. The rotary table uses the same hydrostatic
bearing design as the work spindle to ensure high
stiffness and load carrying capacity. The drive
system consists of a direct drive frameless DC
torque motor and tacho-generator mounted directly
onto the spindle. The measuring system comprises a
rotary encoder. The whole assembly is temperature
controlled by the oil to better than ±0.001 °C.

Brushless linear drive motors are used to drive
both carriages. The particular non-contact linear
servomotor selected for this application possesses
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Figure 2. Schematic illustration of ULTRA 350 in grinding mode.
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clear advantages over conventional drive train tech-
nologies in applications requiring high resolution and
high-accuracy positioning. Because linear motors
consist of only two non-contacting parts, a moving
coil and rare earth magnet track, they eliminate
backlash, windup, wear and maintenance issues
associated with ball screws. They can also out-
perform the tried and tested capstan drive system.

The moving coil assembly of this motor design
uses a compact, reinforced ceramic epoxy structure
without metal support for the coils in the magnetic
field. This feature eliminates eddy current losses,
cogging and magnetic attraction.  

The unique magnet spacing in the magnet track
minimizes force ripple and allows for excellent
velocity control. This highly rigid, low inertia assem-
bly achieves outstanding motion smoothness by
sinusoidal commutation, with or without Hall Effects
sensors. The very highest positional resolution and
accuracies are possible.

A Heidenhain incremental linear encoder, with
measuring steps of 1 nm, was selected to measure
linear displacement for each axis. Collaboration
with Heidenhain has already led to the development
of a new encoder system that can measure in two
orthogonal directions so that linear displacement
and departure from straightness of carriage motion
can be determined simultaneously. This is now the
subject of an LLNL patent application.

The machine uses two of these linear encoder
systems, which are mounted orthogonal to each
other on a super invar metrology frame. Each
system uses three reading heads. 

One head measures displacement in the direction of
the carriage travel and the other two heads measure
the orthogonal effects of carriage roll and yaw to deter-
mine straightness and tilt. Care has been taken to posi-
tion the scales at the operational height of the machine
to avoid pitch errors. From these measurements, an
actual position of tool-to-workpiece can be determined.

Particular attention has been given to the work head
where, in addition to the design features described,
capacitance sensors are positioned within the metrology
frame measuring loop-to-monitor any axial or tilt move-
ment of the face plate. These measurements are to be
used for automatic compensation made through the
machine computer numerical control (CNC) system.

The optical tool setting facility is a non-contacting
device used to measure the tool profile and its relative
position to the machine coordinate system to an accu-
racy of 25 nm. This device enables tool errors to be
eliminated from the part profile automatically through
the CNC system, resulting in higher accuracy of the
part profile.

The FTS device is an additional servo-controlled axis
mounted to the tool slide carriage to provide tool
motion that is synchronized to the work spindle rota-
tion. A piezoelectric (PZT) mechanism provides tool
motion up to a 500-µm maximum travel with a band-
width of 600 Hz. The PZT is driven by the machine digi-
tal signal processor (DSP)-based controller, synchro-
nized to the spindle by an encoder, which provides a
master time based in an electronic cam configuration.

This device will be used to improve the intrinsic
accuracy of the work spindle, which should be of the
order of 25 to 50 nm. By recording the systematic
errors of the work spindle in a lookup table, it is
possible to servo the FTS in a controlled manner to
achieve true nanometric accuracy. 

The FTS will also be used to enhance the machine
manufacturing capability by enabling non-rotational
symmetric components such as correcting
secondary mirrors, anamorphic optics, off-axis conic
sections, turned on-axes and generated surfaces.

The grinding facility for this machine has been
designed for maximum loop stiffness. Unlike many
other machines, where the grinding spindle is
treated as an attachment that can be somewhat
limited in dynamic performance by its support
system, the objective for this machine is to design a
fully integrated facility.

The air-bearing grinding spindle is designed to
use existing Westwind spindle bearing components,
and will be driven by a direct drive three-phase
motor, which is temperature controlled. The system
is mounted rigidly to the tool slide, as can be seen
in Fig. 3.
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Figure 3. Schematic illustration of ULTRA 350, with air-bearing
grinding system and tool slide.
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Great importance is given to the method of
mounting the spindle to achieve a stiff and well-
damped support system. The flange mounting
interface and ribbed column support to the wheel
spindle ensure this. 

An essential feature of any grinding facility is the
ability to true the wheel to run concentric to the
spindle axis. It is also necessary to be able to
contour the wheel profile to give clearance to the
wheel when grinding concave shapes. The on-
machine truing facility uses an air-bearing spindle,
which is attached to a servo-driven vertical ‘Y’ axis
carriage. Wheel profiles are to be programmable
through the machine CNC system.

Thermal stability of the machine is essential for
maintaining geometric and dimensional accuracy. 

Hydrostatic oil from the linear and rotary bearings
are to be temperature controlled to within ± 0.01 °C
accuracy using a control resolution of ± 0.001 °C.
Temperature sensors are designed into the machine
to monitor both the oil feed and exhaust tempera-
tures to ensure thermal stability of the machine.
After exhausting from the machine bearings, the oil
is to be deliberately run over the machine surfaces
before running back to the collection tank.

All drive motors are to be temperature controlled
to the same level. Unlike the bearing oil, the cooling
oil from these motors does not come into contact
with the machine structure but will be taken back to
the collection tank via lagged pipes.

A process coolant facility will be provided for
both single-point machining and grinding. The
coolant is prevented from contacting the machine
structure to avoid thermal transients that may be
present due to process heating or chilling effects
caused by latent heat of evaporation of the coolant.

Self-supporting machine containment will be
used to protect the machine from environmental
effects. This also protects the machine from inadver-
tent collisions or loading from the operator. Acoustic
damping material may be added to the containment
panels to reduce airborne effects that may induce
structural vibration of the machine elements.

The containment also supports an oil shower
thermal control system for the machine structure. A
laminar flow of oil, controlled to ± 0.01 °C, will be
directed over the structure in a manner that will
provide good operator working conditions. The oil
will be gravity collected in a tray beneath the
machine, thus providing insulation from any ground
thermal effects.

A Delta Tau, Programmable Multi-Axis Controller
(PMAC) CNC controller system has been selected
for the machine. Using an open architecture design
with standardized PC components, this unit
combines a network-ready Pentium-based PC, a
multi-axis motion control board and Windows-based
operator software.

At the heart of the system is the Turbo PMAC
motion control board, which is a high-performance
Motorola DSP chip. The feature offers high-speed
computational capability for more axes of control,
more sophisticated control on each axis, or both.
The additional axes can be used as true physical
axes or as “virtual axes” for inverse kinematics,
superimposed moves, or hybrid force/position loops
for grinding operations. The Turbo also offers a
special dynamic look ahead/look back buffer that
permits acceleration control anticipated over 100
blocks ahead, and reversal through hundreds or
even thousands of blocks. This is very desirable for
obtaining high accuracy of complex shapes espe-
cially when using the FTS axis for non-axis symmet-
rical shapes.

Future Work

The ULTRA 350 is targeted both for continuing
multi-program support and also for enabling
program development. 

First, this machine will allow us to improve
support to our current customers. For example,
because of its FTS and increased accuracy, it will
allow us to fabricate meso-scale device components
that we currently cannot produce. One case is sine-
wave interfaces where the pattern of the sinusoidal
surface requires a fast-moving axis. In the short
term, this machine will provide this improved capa-
bility and will more generally allow physicists wider
choice of experimental configurations for fielding on
LLNL’s Omega and NIF projects. In the long term,
the ULTRA 350 will lead to the specific upgrade of
capability in manufacturing high-precision devices.

Second, this machine will lead to new program
development. For example, it will allow certain
classes of optical surfaces to be turned that cannot
now be turned. One category is an off-axis conic
surface where the distance that the surface falls
from its optical axis is greater than the swing of the
machine. A second category is a surface that is both
reflective and diffractive, particularly on an aspheric
surface with changing blaze angle. This has value to
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internal programs dealing with novel optical designs
as well as external agencies such as NASA which
require a 6-m–aperture telescope for their Next
Generation Space Telescope (NGST) (Fig. 4). LLNL
has put forward a manufacturing proposal to

machine the 2.1-m-long segments for the telescope,
which will require new machining technology to be
developed, the third category of anamorphic surface,
made possible by the FTS.

Third, this machine will become the platform for the
further development of precision machining processes.
One example is the machining of brittle materials to
complex shapes. Using the highest quality platform is
a requirement for such projects to provide the highest
probability of success. The Air Force has a continuing
work program with LLNL to manufacture optics for the
Space Based Laser Program.

Fourth, this machine will evolve to an integral
part of our continuing mission to produce the larger
weapons components because of its integrated
rotary tool axis.

Finally, this machine is a vehicle that allows us to
import external, newly developed technologies to
LLNL. In a related role, we have assembled a team
in anticipation of future projects for programs, such
as the upgrade of our facility to manufacture meso-
scale devices for NIF.
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Figure 4. Illustration from NASA’s Next Generation Space telescope.





ntermittent Single-Point Machining 
of Brittle Materials
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Introduction

The demand for innovative fabrication methods
compatible with brittle materials is largely driven
by organizations such as Lawrence Livermore
National Laboratory (LLNL)’s Weapons and Lasers
Programs, DOD, and private industry. Single-point
diamond machining is an attractive process due to
the vast experience and knowledge base available,
combined with process efficiency and accuracy.
However, these attractive characteristics are typi-
cally present only when machining ductile materi-
als such as aluminum, copper or electroless
nickel. The goal of this project is to extend the
database of important engineering materials that
may be diamond turned in an efficient and repeat-
able manner. 

The approach taken here is to vary the cutting
dynamics of the material removal process by varying
the interaction between the diamond tool edge and
the workpiece material. One method of accomplish-
ing this is to vibrate the diamond tool so that it
moves in an elliptical motion in the direction of cut,
as shown in Fig. 1. The amplitude and frequency of
the vibration are two parameters that are used to
modify the cutting process. 

Another method of introducing dynamics modifi-
cation to the cutting process is to arrange the work-
piece and tool in a fly cutting arrangement. In this
case the workpiece is typically stationary and the
diamond tool moves in a circular planar path rela-
tive to the face of the workpiece. The material
removal process in this arrangement is intermittent
with the on/off contact time determined by the angu-
lar speed of the tool, the relative sizes of the work-
piece and the circular path of the tool.

Both of these techniques offer potential to modify
the standard diamond turning process dynamics to
accommodate traditionally non-turnable materials

FY 99 3-17

Single-point diamond turning is generally considered ill-suited to machine brittle materials, largely
due to excessive tool wear resulting in poor part quality. The goal of this project is to investigate
observed reduced tool wear by applying a controllable intermittent cutting duty cycle to the diamond
turning process of brittle materials. Two methods are evaluated where the cutting edge of the tool is
periodically separated from the part surface. It is hypothesized that the tool edge may wear less due
to resulting lower temperatures of the diamond. The first method uses piezoelectric (PZT) ceramic
elements to induce an elliptical motion of the diamond tool at frequencies ranging from 2 to 30 kHz.
The elliptical motion of the tool is used to enhance a typical cylindrical turning operation. A second
method investigated is diamond tool fly cutting of flat surfaces also using the concept of intermittent
machining, but at a much lower frequency than the ultrasonically assisted turning. Repeatable, low
tool wear in currently non-diamond turnable materials holds significant benefits to national defense
programs and industry.

Mark A. Piscotty
Manufacturing and Materials Engineering Division
Mechanical Engineering
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Figure 1. Schematic of elliptical vibration-assisted diamond turning.
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such as brittle materials1–2 and steels.3 A leading
hypothesis generated to explain the observed reduc-
tion of tool wear using these techniques centers
about the thermal interaction between the diamond
tool edge and the workpiece surface. Specifically, it
is hypothesized that catastrophic tool wear can be
mitigated by modifying the material removal process
such that the diamond tool edge temperature is
maintained below a critical temperature at which
edge breakdown occurs. 

The two methods described above are used in this
project in an effort to verify this hypothesis and to
develop processes needed to single-point diamond
machine materials outside the current range of
those used in typical single-point diamond turning. 

Elliptical Vibration–Assisted
Diamond Turning

A method of PZT-induced vibration at the inter-
face between the diamond tool edge and workpiece
surface was developed at LLNL, leveraging both
internal ultrasonic and diamond turning expertise,
as well as external, international research efforts.2,4

The hardware developed for this project includes a
stainless steel ‘resonator’ that holds the diamond
tool for the turning application. Figure 2 shows a
photograph of the actual resonator hardware. The
resonator is driven by a pair of PZT crystals
mounted in pockets on the large diameter portion of
the resonator. The pockets are located on 90º faces
of the resonator. Expanding and contracting the PZT
crystals along the length of the resonator by apply-
ing bipolar voltages causes the resonator to flex in
the first bending mode in two perpendicular direc-
tions. By manipulating the relative phase between
the driving signals of the two PZT crystals, the

motion of the tool can be varied from almost linear
to elliptical.

The magnitude of the displacement of the tool tip
is a function of the driving PZT frequencies and
phase. A Michelson interferometer was used to
measure the peak-to-peak motion amplitude of a
tool in a single direction. Data were obtained by
varying the PZT frequency and measuring the peak-
to-peak displacement. Figure 3a shows the
displacement data as a function of driving frequency
and Fig. 3b is the same data, but from 0 to 10 kHz.
The largest displacements are more than 45 nm and
occur at about 2.5 kHz and 4.0 kHz. Note that these
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Figure 2. LLNL’s diamond tool resonator.
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frequencies are below the ultrasonic frequencies.
Further analysis and testing is being conducted to
investigate the reason these frequencies generate
the largest displacements in the resonator. 

Figures 4a and 4b are Wyko white-light surface
interferograms of a copper workpiece diamond-
turned to examine the effect of applying elliptical tool
vibration (2.54 kHz) to the diamond tool. Figure 4a
is a diamond-turned surface without tool vibration.
The striations from the tool path are clearly seen.
The copper surface topography changes dramatically
in Fig. 4b when the tool vibration is introduced. Both
surfaces used identical process parameters (0.76 m/s,
5.08 µm depth of cut), except that the surface in Fig. 4b
used the tool vibration. As expected, the surface
roughness with the vibrating tool is higher than with-
out the tool vibration.

Experimental Diamond Fly Cutting

Fly cutting is a popular machining technique that
can be used to generate precision flat surfaces
using single-point diamond tooling. A specialized,
precision fly cutting apparatus was developed at
Pennsylvania State University (PSU) under
Prof. E. Marsh to investigate possible improved tool

wear using this form of intermittent contact
machining with brittle material workpieces.
Figure 5 shows the precision machining hardware
that consists of two air-bearing spindles mounted
on a Moore No. 3 Jig-Grinder machine base. 

The single-point diamond tool is mounted in a fixture
on the face of one of the spindles while the other spin-
dle is used to hold the workpiece (in this case, a silicon
workpiece). The workpiece spindle is held stationary
with the silicon part mounted on the face, while the
tool spindle rotates the diamond tool. Fine in-feed
motion control is generated by increasing the air pres-
sure in the air bearing of the workpiece spindle, which
produces 11 nm of axial growth per kPa of increased
air pressure. This fine in-feed capability provides the
ability to fly cut with submicron depths of cut.

Figure 6 shows an example silicon workpiece that
has been fly cut with a single-point diamond tool. The
overall workpiece surface roughness is about 17 nm
rms, with smaller sections having roughness values of
less than 2 nm rms. Note that these data are from
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Figure 4. Wyko white-light surface interferograms of a copper
workpiece. (a) Vibration off, roughness 6.1 nm rms; (b) vibra-
tion on, roughness 12.1 nm rms.
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Figure 5. Dual spindle diamond fly cutting set-up.

Figure 6. Fly cut silicon workpiece.
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demonstration runs and the process continues to be
optimized. Figure 7 is an atomic force microscope
image of a silicon fly cut surface from this process.
There are areas that appear to be machined in a
ductile mode and areas that exhibit characteristics of
brittle fracture mode machining with material pull
outs. Also present are streaks that are left by imper-
fections of the diamond tool. A goal of this project is
to machine a surface that is free of brittle fractures
and machine tool marks, while maintaining tool wear
within acceptable levels.

Future Work 

The anticipated future work for this project
includes continued exploration of both the vibration-
assisted single-point diamond turning and diamond
tool fly cutting at PSU. Among the areas of investi-
gation for the vibration-assisted diamond turning
are optimizing the PZT ceramic driving frequencies
and phases, mapping tool wear and testing materi-
als in addition to silicon. Future work for the fly
cutting experimentation at PSU will include
diamond tool wear mapping, surface and subsur-
face damage analysis and process optimization. The
results of both experimental projects will be used to
support the hypothesis for reduced tool wear due to
lower temperatures generated at the tool and work-
piece interface.
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Introduction

The aim of this project is to develop a methodol-
ogy to design machines for the manufacture of parts
with spatial-frequency-based specifications.

One of our responsibilities is to design machine
tools that can produce advanced optical and
weapons systems. Recently, many of the component
tolerances have been specified in terms of the
spatial frequency content of surface profile, wavi-
ness, and finish errors. 

During the design of a new machine tool, we use
an error budget as a sensitivity analysis tool to
ensure that the parts will meet the specified toler-
ances. Error budgets provide the formalism whereby
we account for all sources of uncertainty in a
process and sum them to arrive at a net prediction
of how “precisely” a manufactured component will
likely meet a target specification. Using the error
budget, we are able to minimize risk during the
design stage by ensuring that the machine will
produce components that meet specifications before
the machine is actually built. 

Minimizing the risk while maintaining accuracy is
a key manufacturing goal for programs that cannot
tolerate yield factors less than 100%, such as in
fabricating components for the nuclear weapons
program. However, the current error budgeting
procedure provides no formal mechanism for design-
ing machines that will be required to produce parts
with spatial-frequency-based specifications. We have
received specifications for advanced optical and
weapons systems that are posed in terms of the
continuous spatial frequency spectrum of the
surface errors of the machined part.1 Based on
these requirements, it is no longer acceptable to
specify tolerances in terms of a single number that
spans all temporal and spatial frequencies. During

this fiscal year, we have developed a new error
budgeting methodology to aid in the design of new
machines used to manufacture parts with spatial-
frequency-based specifications.

Progress

Technical Approach

Figure 1 shows flowcharts for both the conven-
tional and the new error budget procedures. The
upper portion of Fig. 1 shows Donaldson’s
flowchart2 and illustrates the mapping of error
sources onto part geometry. The first step of the
conventional error budget is to identify the physical
influences that generate the dimensional errors that
propagate through the machine tool. These include
effects such as thermal gradients and temperature
variability, bearing noise, fluid turbulence in cooling
passages, and geometry errors such as linear bear-
ing non-straightness. 

The next step is to determine how each source
couples to the machine. A coupling mechanism
converts these physical influences into tool or part
displacements (errors). An example of a coupling
mechanism is the thermal expansion that may trans-
form a time-varying heat source into a machine axis
distortion. These displacements represent dimen-
sional changes in the system. A single peak-to-valley
number is usually used to quantify the dimensional
changes, not differentiating between the spatial
frequency content of the error. The next step is to
sum all the contributing errors using an appropriate
combinatorial algorithm.3 The last step in the error
budgeting procedure is to transform these errors
into the workpiece coordinate system. 

To convert these machine displacements into the
errors on the workpiece surface in the directions of
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We have developed an error budgeting methodology for the design of machines used to manufac-
ture parts with spatial-frequency-based specifications.
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interest, we must consider the tool path (for exam-
ple, feed rates and spindle speeds). The output from
this procedure is a single number predicting the net
error on a machined workpiece. We then compare
this number to the part specifications. If the predic-
tion does not meet specifications, we evaluate meth-
ods to improve this design by observing which
sources are the dominating error contributors. In
this way we can evaluate the cost versus accuracy
improvement of different candidate designs. 

If improvements can be made to an existing
design, the error budget can be used to predict the
effect on part accuracy. If modifications are not
practical, we then consider an entirely new design
or possibly reevaluate the specifications. 

The lower portion of Fig. 1 shows the new error
budget approach. The first two steps, identifying the
sources and how they couple to the machine, are
identical and are explained in the previous para-
graph. However, the new approach differs in the
next step, where the elemental errors are converted
into the frequency domain. 

The next step is to combine the errors in the
frequency domain. The combinatorial rule is a new
algorithm with a statistical foundation. The
combined errors then go through a material removal
transfer function that accounts for the dynamics of
the material removal process and machine tool. 

The material removal process creates cutting
forces. The ratio between the cutting force and
amount of material removed is the material removal
transfer function. These cutting forces combine with
forces induced by the machine kinematic errors. The
machine structure responds to these forces with
dynamic tool-to-part relative displacements that ulti-
mately result in additional errors on the machined
part. The last step is to transform the errors into the

part coordinate system. The output from this
process is the continuous spectrum of errors at all
spatial frequencies on the part. Details on the tech-
nical approach appear elsewhere.4

Experimental Results

To verify the procedure, we machined copper and
aluminum parts on a T-base lathe and measured the
spatial frequency content of the resulting surfaces.
We machined disks in a facing operation. During the
facing operation, the tool shank is parallel to the
axis of rotation of the spindle and feeds inward
toward the centerline of the part as the spindle
rotates. The final part is a disk with a nominal flat
surface perpendicular to the spindle axis of rotation. 

We then identified six main contributing errors:
(1) spindle axial errors, (2) x-axis straightness in
the z-direction; (3) squareness of the x-axis to the
spindle axis of rotation; (4) spindle thermal growth;
(5) thermal growth due to cycling of the environmen-
tal controller; and (6) diurnal cycles due to tempera-
ture changes during the day.

We measured the machine tool-to-part displace-
ment errors individually and converted them to the
frequency domain. We then used the combinatorial
rule and mapped the errors to the surface to
produce a prediction of the frequency content of the
resulting surface. We compared this prediction to
the measured surface along a radial trace across
the part.

Results are reported for the following machining
conditions:

Material: copper
Spindle speed: 180 RPM
Feed rate: 0.08 in./min
Tool radius: 0.03 in.
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Figure 1. Flowcharts for both the conventional and the new error budget procedures.
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The conventional error budget predictions of
errors along a radial trace are shown in Table 1.

The total error across the entire part while
machining copper at 180 RPM and a feed of
0.08 in./min was measured to be 13.36 × 10–6 in.
This value falls within the RMS and algebraic sum as
reported in Table 1. However, this value provides no
information about the frequency content of this
total error.

The results of the new error budget procedure are
plotted in Figs. 2 and 3. Figure 2 shows the domi-
nant errors that occurred at relatively low frequen-
cies. The expected errors and 95% confidence limit
are arrived at through the statistically based combi-
natorial rule and error budget procedure. We
measured errors on the machined part using a
profilometer. The measured errors stayed below the
upper limit with the exception of one point at
approximately 1 cycle/in. This may be due to a ther-
mal condition that existed during either the machin-
ing process or the measurement process that was
not accounted for. It may also be due to some

simplifications that were made while mapping the
tool geometry onto the part. 

We also predicted a peak at around 2 cycles/in.
that we didn’t significantly observe on the measured
part. This peak is due to the cycling of the environ-
mental control. While machining, we used cutting
lubricant that likely supplied thermal control at the
tool/part interface, minimizing the thermal growth
due to environmental cycling.

The high-frequency errors are dominated by the
tool marks. During this project we did not evaluate
the surface of a sharp tool or the surface of a worn
tool. However, we observed that a sharp tool leaves
behind not only the nominal shape of the tool, but
higher frequency errors that can be approximated by
a white noise of amplitude 0.01 × 10–6 in. at all
frequencies. This accounts for the upper bound in
Fig. 2. We measured errors on the machined part
using an atomic force microscope (AFM). The
measured errors stayed below the upper bound.
Note that to predict the effect of a worn tool, the
expected tool edge geometry would have to be put
into the model.

Future Work

Further work needs to be performed to better
measure surfaces in the frequency domain. As we
see more parts specified in the frequency domain,
this characterization will become more important
whether or not this error budgeting procedure is
used. Currently we have a variety of measurement
instruments, each of which has a specific resolution,
range, and frequency response, and it is not clear
how to combine each of these instruments to yield a
continuous profile measurement over a broad
frequency band. 
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Table 1. Conventional error budget results.

Parameter                    Predicted error
(in.)

Spindle growth 27.26 × 10–6

Environmental control 14.00 × 10–6

Straightness 4.50 × 10–6

Squareness 9.70 × 10–6

Spindle axial errors 0.51 × 10–6

Tool marks 0.41 × 10–6

Algebraic sum 56.38 × 10–6

RMS 9.38 × 10–6

Mean 32.88 × 10–6
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For example, the AFM can only measure the high-
frequency content of a surface due to its limited
range of motion, while a profilometer has the ability
to measure only lower frequency components.
However, the output is filtered mechanically by the
shape of the stylus and cannot measure very high
frequency components. A procedure that can accu-
rately combine these measurements over a broad
frequency band would be extremely useful. Without
this, we have no way of verifying the accuracy of
parts that have been specified in the spatial
frequency domain.

For this procedure to work, we must have a
method of estimating the expected errors in the
frequency domain associated with each machine
component. It is not practical to perform detailed
tests on every machine as we did in our test study.
Furthermore, in some cases, the machine may not
yet exist. 

Using the current error budgeting procedure,
where possible analysis is performed to determine a
single peak-to-valley or RMS number, at times it is
possible to use the manufacturers’ specifications.
Where analysis is not possible and no manufac-
turer’s data exists, we rely on prior experience and
data as well as expert opinions. This task is much
more complex when we must predict the function of
these errors over the frequency domain rather than
predicting a single number as in the conventional
approach. In some cases, we may be able to perform

appropriate analysis, such as predicting the
machine’s dynamic characteristics. It is very unlikely
that manufacturers will provide useful information
since the component errors are not typically
expressed in this way. Furthermore, most experts
will not be familiar with characterizing errors in the
frequency domain, so we cannot rely on expert
advice. As more machines are characterized in this
way, we hope to develop an archive of typical error
types. This archive can then be referenced during
the error budgeting procedure. 
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ower Spectral Density Measurements of Machined
Surfaces over an Extended Range of Spatial Frequencies
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Introduction

It is becoming increasingly common to specify the
quality of precision-machined surfaces, particularly
those intended for optical applications, by the power
spectral density (PSD) function of the dimensional
error of the surface. The PSD is useful in such appli-
cations because, when captured over a suitable
range of spatial frequency, it efficiently encapsulates
a great deal of information about the performance of
the surface. 

The goal of this project is to measure the surface
error of a workpiece and display its PSD over a wide
spectrum of spatial frequency. This requires measur-
ing the workpiece on several instruments and
combining the data into a single set. Among the
problems are: normalizing the instruments with
respect to each other, assessing and incorporating
the transfer function or the bandwidth of the instru-
ments, dealing with the loss of signal to noise at
high spatial frequency, and assessing the PSD confi-
dence interval across the multiple instruments.

Use of the 1-D PSD is fairly well understood. The
2-D PSD, however, is more powerful in these
instances. Integration of the 2-D PSD over a suitable
range of spatial frequencies yields, directly, the RMS
roughness. The 2-D PSD has been used in optical
component evaluation by a number of researchers1,2

who have applied it to specification of components
for the National Ignition Facility (NIF), and have
been concerned with fabrication of optics for
extreme ultraviolet lithography (EUVL). For optical
components, a spatial frequency range from 1/(clear
aperture) to 50 µm–1 is of interest.2 The metrology
instruments used in this study span the approximate
spatial frequency range from 0.01 mm–1 to 10 µm–1.

Some issues remain unsettled for 2-D PSDs as
tools for evaluation of machined surfaces. The
primary concern has been with surfaces produced
by methods that are expected to generate spatially
isotropic PSDs. Here, we are concerned with general
surfaces including those manufactured by diamond
turning, that is, surfaces with obvious lay. 

The available publications provide little informa-
tion about the details of data collection, data analy-
sis, and normalization of data taken with several
instruments over a wide range of spatial frequency.
An example of an average radial 2-D PSD of a
polished surface with reasonable continuity over six
orders of magnitude of spatial frequency has been
demonstrated, but with no description of steps
involved, with evidence that the 2-D PSD inherently
captures information regarding lay. This topic was
not developed. 

Progress

The purpose of our work is to reduce the PSD
technique to routine practice for diamond turned
surfaces, to evaluate, and, if possible, to resolve
problems associated with combining data from
several instruments. The specific instruments
addressed here are: a Digital Instruments
Nanoscope atomic force microscope (AFM), a Wyko
NT2000 interferometric microscope, and a Zygo
Mark GPI 4-in. interferometer. These instruments
together can cover a spatial frequency range of more
than six orders of magnitude, with substantial
frequency overlap between instruments.

All of the above instruments are provided with
software systems that provide significant data analy-
sis power. In all cases, the details of the embedded
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We have measured the surface error of a workpiece using several instruments, then combined the
data into one set. We have resolved problems concerning normalization of the data among the instru-
ments, transfer functions of the instruments, and other power spectral density issues.
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algorithms are unavailable. To eliminate unknown
processing operations and algorithms as a source of
uncertainty, only the unprocessed data from each
instrument were recorded. The only operations
performed with software provided by the instrument
manufacturer were those necessary for conversion of
data file and disk formats to be compatible with the
Windows NT environment. MATLAB routines were
written to read the raw data files produced by each
instrument and to convert them to a common format.
From this point on, all data sets were processed
identically by appropriate MATLAB programs.

For each instrument/artifact/resolution combina-
tion, multiple data sets (~20) are required to
(1) improve the statistical uncertainty in the PSD
estimate, and (2) give a valid representation of the
surface which is, at best, sampled over a small
percentage of its total area by the higher resolution
instruments. Each instrument must be applied at
two or three resolution settings to get adequate
overlap across the six-order-of-magnitude frequency
range. For each measurement (except the full aper-
ture measurements with the 4-in. interferometer)
the specimen was oriented so that the x-axis was
parallel to the direction of the tool feed. Each data
sample was treated separately by first subtracting
the least-squares plane and computing the 2-D PSD
by the periodogram method, with appropriate scal-
ing. All the PSDs for each set of conditions were
averaged and a variety of display methods was used
to view the individual and combined results. 

A 3-D plot of the PSD works well for displaying
results from a single instrument and resolution setting.
A typical example, obtained with the AFM, is shown in
Fig. 1. The x scan direction is nominally parallel to the
tool feed direction, and the nature of the lay is evident.
The average radial PSD used elsewhere works well for

anisotropic surfaces and is a useful intermediate in
getting RMS roughness numbers, but suppresses data
about lay and does not seem particularly useful in
visualizing anisotropic surfaces.

For this application, two separate 2-D plots of
the PSD seem useful, sectioned parallel to or across
the lay direction, with the section chosen to give the
maximum area under the PSD. This gives, in a
sense, a worst-case estimate of the surface and
preserves lay information (see Fig. 2). Plots thus
taken show, on average, agreement between instru-
ments and resolutions within about an order of
magnitude, and are fairly linear on a log-log scale
over the frequency range. An example, showing data
from all three instruments at two resolution settings
for each, is presented in Fig. 2. Agreement between
instruments and instrument resolution settings
needs to be improved.

A model for the instrument transfer function (ITF)
of the Wyko exists3 and appears to slightly improve
agreement between different resolutions of that
instrument4 and between it and the AFM. It fails
visibly and predictably, though, at frequencies
greater than half the Nyquist frequency since the
correction term, which appears as a divisor to the
PSD, goes to zero too rapidly. Compensation for the
ITF is an area that needs further and careful study.
Either additional, better models should be devel-
oped, or the ITF in each case measured. 

The Zygo may be particularly challenging in this
respect. Zygo has both modeled and measured the
ITF of a similar instrument and, while their results
do not apply directly to the present situation, their
methods may apply.

The other major area that needs further work is
development of reasonable estimates of uncertainty
of the PSD. Current estimates consider only the
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Figure 1. Three-dimensional plot of power spectral density for
single instrument. Figure 2. Two-dimensional plots of power spectral density for

several instruments.
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statistical properties of the PSD, under somewhat
unreasonable assumptions. When applied to the
data of the current study, they produce estimates
that, clearly, are overly optimistic.

Additional measurements are under way at lower
resolution for both the interferometric microscope
and the AFM. In the former case, the objective is to
increase overlap with the high frequency end of the
4-in. interferometer data. In the latter case, overlap
is already adequate, but it is hoped that we will be
able to resolve some questions about the ITF model
for the Wyko. 

Finally, the user interface for the MATLAB data
analysis routines needs to be improved. The current
version uses a DOS-style command line interface,
presently appropriate in view of the developmental
status of the work. When the analysis has been
reduced to routine practice, a Windows-style inter-
face should be considered.
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Introduction

The goal of this project is to devise and prove a
method of dimensionally measuring non-rigid
objects for inspecting component parts, which will
further allow predicting the shape of an assembly of
multiple non-rigid components. This is beyond the
ability of conventional dimensional metrology, which
assumes the artifact to be measured is rigid. The
approach we developed is to perform a measure-
ment while the non-rigid body is constrained under
well-defined conditions. Through simulation, the
effect of the constraints is then “backed out” to
reveal information about the non-rigid part only.
Then, the part can be constrained by a  “virtual”
fixture that is embodied in software to determine
whether the object meets its specification. 

The virtual fixture must be designed to reveal those
aspects of the part that are functionally important to
its end use. While using this approach may appear to
be a straightforward analysis problem, it is subject
to many sources of error that must be quantified and
reduced to apply such analysis with high precision. 

No method of dimensional metrology exists that
adequately characterizes non-rigid parts to high
accuracy. Inspections are often made by

constraining a non-rigid part in a rigid fixture that
controls the low-order, compliant modes of the
part and then the part is measured as though it
were rigid. Hence, the measurements inseparably
confound the effects of the part itself and the
effects of the fixture. 

This year’s task was to devise a method that
would allow the separation of the effects of the
fixture, which could then lead to a decision to accept
or reject a non-rigid part. 

The method to determine the acceptability of a non-
rigid part that resulted requires two transformations of
the measurement data, as shown schematically
in Fig. 1.

The first step in the process is to inspect the
non-rigid part, for example, on a coordinate
measuring machine. The data that result reflect
both errors of the part and deformations of the
part that are caused by the fixture that holds the
part during inspection. 

The second step is to perform a structural
analysis to calculate the shape of the part, as
though it were free from external constraints and
external forces such as gravity. The predicted
shape is referred to as the “free” state of the part and
is not usually physically realizable. The importance of
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We have developed a method of measuring non-rigid objects for inspecting component parts. Our
method of metrology also allows prediction of the shape of an assembly of non-rigid parts.
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Figure 1. Methodology for dimensional inspection of a non-rigid component.
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this state is that it reflects only errors in the part
itself and does not include deformation induced by
the fixture. This state is ordinarily not comparable
to the specification of the part because for non-
rigid parts, the low-order deformations, which are
associated with the most compliant modes, are not
the more important to the function of the part.
Hence, the specification of the part often allows
significant error in the low-order, compliant
modes. The exercise is often to measure the higher
order modes in the presence of significant low-
order modes. 

Therefore, before the free state can be compared
to the drawing that specifies the part, the free state
must have the low-order, compliant mode(s)
removed. This is the purpose of the third step, which
is shown in Fig. 1 as the imposition of a “virtual”
fixture. The virtual fixture is one that preserves
characteristics that are important to the function
of the part and removes the characteristics that
are less important. Its general purpose is to simu-
late the functional state of the part, and results in
the “functional-equivalent” state shown in Fig. 1. 

In the fourth step, this state is directly compared
to the drawing that specifies the part to determine
the acceptability of the part. 

In addition to enabling a method of inspection
for non-rigid parts, the method of metrology
proposed above also allows the prediction of the
shape of an assembly of non-rigid parts. As shown
in Fig. 2, the simulation of the assembly of two
non-rigid parts, each in its free state, is performed
by imposing a common boundary between them.
Because current metrology methods confound
deformation arising from the fixture and the part,
the inspection data do not allow accurate predic-
tion of the distortion that will occur when two non-
rigid components are assembled.

Progress

Three particular tasks require further develop-
ment to make this lengthy method of metrology
successful.  First, the uncertainty introduced in the
measurement from the finite-element analysis (FEA)
needs to be assessed. Second, fixturing needs to be
devised that particularly allows its effect on the
deformation of the part to be accurately modeled.
Third, virtual fixturing needs to be conceptualized
that enables the evaluation of important properties
of the part and “filters out” those properties that are
not. Of these, the assessment of uncertainty in
performing an FEA is being pursued first.

Dimensional Uncertainty Introduced
by Structural Analysis

Modern dimensional metrology requires that a
statement of uncertainty accompany all dimensional
measurements.1 The basis for assessing the overall
uncertainty is a comprehensive error budget which
identifies each potential source of error, quantifies
its probable magnitude, assigns the error to a work-
piece category, and then combines the individual
workpiece errors to estimate the total uncertainty
associated with the measurement. 

For the integration of dimensional measurement
and analytical modeling, a simulated deformation
that is caused by the fixturing constraints of a non-
rigid part is one component of the best estimate of
its real geometry (such as its dimensions). The error
associated with analytical prediction is unusual to
the practice of dimensional metrology and its uncer-
tainty must be assessed to make a statement about
the overall dimensional uncertainty. 

The uncertainty of a simulated deformation is
also established through an uncertainty budget and
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is corroborated by comparing the deformation calcu-
lated from simulation to that measured in a “verifi-
cation” experiment. The verification geometry
chosen for the initial experiment is a thin right-
circular cylinder because its analysis is straightfor-
ward and easy to measure interferometrically. The
initial method of simulation will be a linear finite-
element method because of its generality. There are
three general categories of errors to quantify.

The first category of error (validation) is associ-
ated with the overall accuracy of the simulation and
how quickly it converges to the correct solution for
the given boundary conditions. This will be assessed
by conventional methods, such as comparing the
difference in calculated deformation as a function of
discretization error, element kinematics and mater-
ial inhomogeneity. Also, for the geometry of the veri-
fication experiments, the accuracy of the simula-
tions will be compared to an analytical solution. 

The second category of error (verification)
concerns the difference between the deformation
predicted by the simulation and the deformation
measured in a verification experiment. A dominant
source of error in this category is the modeling of
the material and determining its properties.
Because material properties given in handbooks
can easily be in error, the important properties,
such as the elastic moduli and Poisson ratios, will
have to be measured for the actual material used
in the experiment. 

In addition, the homogeneity of the material may
have to be quantified for the actual experiment.
Other material properties such as creep and plastic-
ity will be assessed but will not likely be required in
the simulation. These effects will be minimized in
the validation experiment by selecting a material
known to be elastic. 

A second significant error in corroborating calcu-
lation with experiment is in the modeling of
constraints, for example, the “contact algorithms.” It
is not known in advance whether this will be a
significant error contributor, so the validation exper-
iments will yield the first estimates of the error.
Some iteration on the contact algorithms may be
required to determine the best contact algorithms to
use for thin shells.

The initial verification experiments are devised to
check exactly this category of error. They will focus
on a thin cylindrical shell where deformation can be
calculated by closed-form analytic solution. A cylin-
der is also easy to mesh and inexpensive to measure. 

The third category of error (application to a real
problem) is to estimate how well the simulation

will perform under different, real conditions
beyond those of the verification experiment, and in
particular, for a different geometry. This category
of error is somewhat less studied than the first
two categories.

Verification Experiment

The geometry for the verification experiment is a
thin cylinder whose wall thickness-to-radius ratio is
about 1:100 and governs how “non-rigid” the part is.
Its length-to-radius ratio is 1:1 so that radial defor-
mation at one end of the cylinder is quite different
from the deformation imposed by a constraint at the
opposite end of the cylinder. 

This geometry was chosen because it is well
suited to validation and verification. Easy valida-
tion arises because the deformation of a cylinder
can be calculated by closed-form analytic solution,
against which the results of the finite-element code
can be directly compared. Easy verification arises
because the deformation of the cylinder can be
quickly and accurately measured for comparison to
the analyses.

The status of the verification experiment is that
the cylinder is being fabricated as a free-standing,
electro-formed nickel shell. The electro-formed
material is known to be quite homogeneous.  The
residual stresses induced by the electro-forming
process, however, will cause the shell to be non-
round, which is the desired effect. The measure-
ment will be performed with a cylindrical, grazing-
incidence interferometer,2 which gives a very quick
characterization of the deformation of the entire
cylindrical surface. 

Figure 3 shows the structural analysis of the
verification cylinder supported by three wires, that
is, three constraints that are each very compliant
in five degrees of freedom and very stiff in the sixth
degree of freedom. This may not be the best
method of fixing the cylinder during measurement.
The analysis calculates deformation for a radial
load that is diametrically imposed on the end of the
cylinder opposite from the three constraints. The
verification experiment involves taking measure-
ments of the unloaded cylinder, which provides the
measurement data in Fig. 1 and then imposing the
radial load to compare the measured deformation
directly to the analysis. The actual material proper-
ties of the electro-formed shell will be measured by
conventional methods. 
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Future Work

This past year’s work was the formulation of a
method of metrology for non-rigid parts. Next year’s
tasks are to actually qualify, by the method
described above, the use of a structural analysis
code by quantifying the uncertainty with which it
predicts the deformation. 

Also for next year is to determine how to fixture
non-rigid components for inspection that particularly
allows its effect on the deformation of the part to be
accurately modeled. 

Current metrology methods inspect non-rigid
components under over-constrained and often ill-
defined conditions. Such inspections suffer from two
shortcomings. First, they are not traceable from one
institution to another unless the two institutions
agree to the use of identical inspection fixtures.
Second, such data do not allow accurate prediction
of the distortion that will occur when two non-rigid
components are assembled. The approach to this
problem is to develop classes of restraints/fixturing
for components during inspection that fall into the
category of “exact-constraint” and that allow the
accurate simulation of their effect on the deforma-
tion of the object.

Beyond next year, we will develop the concept of
virtual fixturing, which allows the evaluation of
important properties of the part and “filters out”
those properties that are not. Specific application
will be for thin cylindrical and spherical shells. This
problem is largely unexplored. 

References

1. “Geometrical Product Specification (GPS)—
Inspection by measurement of workpieces and
measuring equipment,” (ISO 14253:1997).

2. Tropel “CylinderMaster 25” available from Carl Zeiss,
7008 Northland Drive, Minneapolis, MN 55428.

Engineering Research Development and Technology3-32

Displacement magnitude (µm)
5.58

0.00

0.85

1.70

2.54

3.40

4.24

5.08

Lo
ad

 =
 4

.5
 m

N

Figure 3. Structural analysis of verification cylinder. A radial
load imposes a complex pattern of deformation on a thin
cylindrical shell.





Center for Computational Engineering

Each of these research efforts is oriented toward
one branch of engineering, but has substantial poten-
tial benefits to other engineering disciplines at LLNL.

Mechanical engineering research includes funda-
mental work on material response, such as the relia-
bility analyses of brittle materials and the simulation
of anisotropic inelasticity, as well as developmental
research on mathematics and computation, such as
the improvements in implicit temporal integration
algorithms for structural response in NIKE3D, or the
slidesurface interface efforts developed for the
DYNA3D code. 

Electrical engineering enterprises include the
development of femtosecond-resolution laser/RF/x-
ray pulses for accelerator technology improvements,
and software usability efforts developed for the
TIGER time-domain electromagnetics code. Finally,
the emerging discipline of automata methods in
engineering is aptly demonstrated by our pioneering
work in Lattice-Boltzmann simulations for chemical
engineering and microfluidics.

This nascent computational engineering orga-
nization at LLNL will continue to grow in the
future, and will  both cement the areas of
commonality in engineering and reinforce the
natural differences. The mission of the center is
to build a community of software engineers who
are both broad and deep in their understanding of
engineering computation.

The work presented here represents a transition
period in computational engineering at Lawrence
Livermore National Laboratory (LLNL). This year’s
effort marks the emergence of an integrated admin-
istrative structure designed to recognize the
common aspects of mechanical and electrical engi-
neering as well as their fundamental differences.
This administrative organization is the Center for
Computational Engineering, integrating the former
mechanical and electrical engineering thrust areas
into a more coherent unit, with a clear focus on the
development and use of engineering simulation soft-
ware as an enabling technology for LLNL.

Our FY-99 research portfolio still reflects the
natural divisions present in the engineering direc-
torate, though some of the projects demonstrate the
cross-cutting multidisciplinary nature of computa-
tional engineering. A fine example of such an effort
is the droplet-based net-form manufacturing work,
which couples mechanical and thermal response
into a simulation code capable of guiding experi-
mentation into the emerging field of droplet-based
manufacturing techniques. Three other examples of
multiple-use technology are the development of
finite-element preprocessors for the EIGER electro-
magnetics suite, the investigation into data-manage-
ment software for computational mechanics, and the
research into scalable solver technology for the
NIKE3D mechanics code. 

Kyran D. Mish, Center Director
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igh-Precision Droplet-Based 
Net-Form Manufacturing

Center for Computational Engineering 

Introduction

This new manufacturing process has the potential
to fabricate parts with complex geometry, using novel
alloys, and possessing improved strength. The very
rapid solidification of nanoliter-sized metal droplets
leads to finer grains which results in a part possessing
higher strength than achievable by conventional cast-
ing processes. New and novel alloys can be created by
co-jetting droplet streams using metals of different
droplet size and deposition rates. Additionally, the
microstructure can be varied at different locations in
the fabricated part by our ability to control the droplet
size, deposition rate, and temperature. 

Using multiple nozzles with droplet deposition
rates of 40,000 droplets/s would provide a means
for rapid prototyping metal parts. Currently, there
are several manufacturing techniques using plastic,
but no adequate methods exist for rapid prototyping
parts using metal. This capability will benefit
LLNL’s design engineers building one-of-a-kind
metal parts or small production quantities.

Progress

Figure 1 is a schematic of the droplet manufac-
turing facility at UCI. A crucible at the top of the

apparatus contains liquid metal which flows through
an orifice forming a capillary stream into the lower
vacuum chamber. A method for generating deter-
ministic droplet patterns from capillary stream
breakup has been developed by Orme. By applying
specific amplitude-modulated disturbances with an
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In collaboration with the University of California at Irvine (UCI), we are working on a new technol-
ogy that relies on the precise deposition of nanoliter molten-metal droplets that are targeted onto a
substrate by electrostatic charging and deflection. In this way, 3-D structural materials can be manu-
factured microlayer by microlayer. Because the volume of the droplets is small, they rapidly solidify
on impact, bringing forth a material component with fine grain structures which lead to enhanced
material properties such as strength. Lawrence Livermore National Laboratory (LLNL), with its
unique expertise in computational modeling and large-scale computer resources, modeled the system
to gain insight into manufacturing process control. UCI, with its state-of-the-art experimental facility,
provided computer model validation and demonstrated manufacturing feasibility.

Arthur B. Shapiro
New Technologies Engineering
Mechanical Engineering

Melissa Orme
University of California at Irvine
Irvine, California
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Figure 1. Schematic depicting the High Precision Droplet-Based
Net-Shape Manufacturing facility at UCI.
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arbitrary modulation to a viscous capillary stream,
predictable and flexibly controlled patterns of
droplets can be obtained. The disturbance is created
by a piezoelectric transducer above the orifice. The
metal droplets are charged and their trajectory is
controlled by deflection electrodes. The substrate
itself can be moved by a controllable x-y positioning
table for fabricating planar 3-D parts, or the
substrate rotated to fabricate axisymmetric parts as
shown in Fig. 2. 

The parts in Fig. 2 were fabricated from a former
prototype facility using 200-µm solder droplets. The
scope of this work is to push the technology so that
higher melting point metals such as aluminum can
be used and smaller droplet sizes (5 to 50 µm) can
be formed to fabricate thin walled parts of interest
to LLNL.

During 1998, UCI began moving the technology
forward from solder droplets to more interesting
materials with higher melting points, such as
aluminum. A new facility came on-line in August 1998.
By the end of the year, metallurgical investigations
of sectioned aluminum-droplet-on-substrate samples
from initial shake-down runs had revealed that the
grain structure was equiaxed, the grain size ranged
from 120 to 150 µm, the average porosity was about
3%, and oxides and other impurities were present.
Tensile tests were promising: the measured yield
stresses (8900 psi) were greater than both the yield
stress for the starting aluminum ingot (6816 psi) and
published handbook values for aluminum (6800 psi).

A significant fabrication challenge this year was to
overcome the inclusion of oxides and other contami-
nants in the droplet stream, which would result in defec-
tive parts. Figure 3 shows a droplet formed “stalag-
mite” (on the right) with a significant presence of oxides
indicated by the dark mottled exterior. A filter pack was
designed to fit at the bottom of the liquid metal crucible.
After four design iterations, we successfully filtered the
metal stream and reduced the oxides, as shown by the
shiny stalagmite on the left in Fig. 3.

During the shake-down runs, we also noted a loss
of control on the deposited location of the droplets.
This was caused by electrostatic interaction between
the closely spaced charged droplets. The solution was
to charge alternate droplets in the stream and capture
the uncharged droplets following a straight trajectory
by a “gutter” to prevent them from striking the
substrate. The charged droplets, with a curved trajec-
tory, avoid capture by the gutter. We have perfected
the operating procedure for creating a uniform stream
of droplets. We are concentrating now on making
components. We have made three cylinders from
three different runs but haven’t honed in on the
correct temperature or speed conditions. We have

some really porous or really “globby” cylinders
depending on our conditions. The poor quality of
these cylinders is a good illustration of the need for
precise operating conditions, and shows the impor-
tance of the modeling effort to guide the experiments. 
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Figure 2. Axisymmetric parts fabricated from a prototype facil-
ity using 200-µm solder droplets.

Figure 3. Aluminum stalagmites fabricated by directing a
stream of aluminum droplets downward onto a substrate. The
stalagmite on the right shows the presence of oxides indicated
by the dark mottled exterior. A significant challenge was to
design a filter to reduce the oxides and other contaminants.
This was successfully accomplished as demonstrated by the
shiny stalagmite on the left.
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During the last year, LLNL pursued process
modeling both on the micro-scale of an individual
droplet striking a substrate and on the larger system
scale to predict velocity and temperature drop
during time of flight. We also investigated material
constitutive models that would capture the low
strength of the metal in the liquid state and transi-
tion to the higher strength solid.

Empirical equations were found in the literature
to predict the temperature and velocity drop during
time of flight. These equations also include the effect
of the wake of one droplet on a trailing droplet.
Salvador Aceves developed the MELISSA code to
solve these equations, which was further developed
by Wayne Miller into the code HOTDROP.1 Figure 4
shows the temperature drop of a 189-µm aluminum
droplet with an initial velocity of 9 m/s in nitrogen as
a function of chamber pressure. The bottom curve
shows that a droplet with an initial temperature of
1200 K will solidify before striking the substrate at
chamber pressures above 40 kPa. Such curves
helped define the process parameters of crucible
temperature and chamber pressure that would
result in a liquid droplet with a specified superheat
when striking the substrate.

Our next step is to incorporate these empirical
equations into our finite element heat transfer code
TOPAZ. This will allow us to do system process model-
ing. Our approach is to “birth” finite elements (but
without modeling the impact process—see next para-
graph) at the droplet arrival time defined by its veloc-
ity and at the arrival temperature. These elements will
then lose energy to the environment, previously
deposited material, and the substrate. In this way we
can predict the cooling rate of the deposited material
and gain insight into the microstructure.

On the microscale, we faced a challenge in
predicting the shape of a droplet upon impact. The
difficulty existed because of our attempt to model a
liquid with an elastic-plastic constitutive model.
Such a model would be applicable after the droplet
solidified. After many failed simulation attempts
with ALE3D and DYNA3D to model the impact, we
tried to model a stationary liquid drop deforming
under gravity (a sessile drop as shown in Fig. 5). 

The material constants, such as Young’s modulus,
that resulted in the best fit between the analysis and
experiment will be used to model the liquid. These
properties will be modified for the solid phase
according to a temperature dependent function
found in the literature for aluminum. We plan to re-
investigate the use of ALE3D and DYNA3D in
predicting the deformation of a droplet on impact.
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Figure 4. Temperature drop of a 189-µm aluminum droplet
with an initial velocity of 9 m/s in nitrogen as a function of
chamber pressure. Such curves helped define the process para-
meters of crucible temperature and chamber pressure that
would result in a liquid droplet with a specified superheat
when striking the substrate.
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Figure 5. Experimental sessile drop (a) used to determine the
material properties for liquid aluminum for our finite element
model shown in (b).
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Our greatest modeling challenge is to predict the
coupled thermal-mechanical response of a droplet
impact. We have coupled the solid mechanics code
DYNA3D with TOPAZ3D. The hardest part was
developing a thermal-mechanical contact algorithm.
The algorithm developed has been verified by model-
ing the heat transfer between two sliding blocks.
Our next step is to model droplet impact. Also, other
features still need to be implemented, such as,
conversion of plastic work to heat. 

Validation is critical to our success. The literature
is rich in papers investigating the splat of a liquid
droplet without solidification.2 We found one paper
describing an energy balance method that predicted
the maximum splat diameter. We had good success
in using this equation to predict the results in other
papers. This theoretical equation was modified to
include solidification3 and predicted a 15% greater
spread diameter than measured in an experiment.
We will use this equation for validation of our consti-
tutive model under development and results from the
coupled DYNA-TOPAZ code effort. 

Future Work

We plan to concentrate on manufacturing simple
geometric shapes, such as cylinders, and improve
the process to decrease defects such as porosity. We
will use the system modeling code to determine
process parameters.
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mproved Implicit Structural 
Finite Element Algorithms

Center for Computational Engineering

Introduction

Implicit nonlinear structural analysis has been
used for many years. Nevertheless, it can still be diffi-
cult to perform on many problems due to a variety of
numerical issues. Implicit finite element analysis has
been used most often for determining quasistatic
response of structural models, whereas explicit finite
element codes have typically been used for nonlinear
dynamics problems. Many structural dynamics prob-
lems occur over time spans that are quite long for
explicit analysis due to the Courant time step limita-
tion, but are too nonlinear or big for implicit dynamic
analysis. Seismic analysis, reentry vehicles and trans-
portation container vibration analysis are examples
of problems in the “gray area,” that is, highly nonlin-
ear, long term dynamics problems. 

Progress

Our work solves some of the numerical problems
inherent to the implicit method. 

The three fundamental difficulties for implicit
analysis are as follows:

1. Problem size: Implicit analysis requires the solu-
tion to a large system of linear equations which
is both memory- and computation-intensive.

2. Nonlinearity: Convergence of the nonlinear solu-
tion algorithm is severely impacted by the pres-
ence of contact surface unilateral constraints.

3. Stability: For nonlinear problems, Newmark’s
method is not, in general, unconditionally stable.

New parallel linear solvers have been imple-
mented into NIKE3D and others are in the works for
dealing with the large linear systems that are to be
handled. Furthermore, a new line of enhanced strain

elements was implemented into NIKE3D this year
which provides coarse mesh accuracy. These are
fully integrated elements based on extensions of our
work in single-point elements last year.1 With these
elements, an analyst can use a much smaller mesh
for the same amount of accuracy as a fine mesh with
the older element technology. In this report, we
highlight the new developments we have made in the
areas of convergence and stability.

Convergence

The primary culprits for convergence difficulties
are the nonlinearities from contact surface interac-
tions due to the non-smooth nature of the contact
surfaces. The finite element contact surface
comprises bilinear patches or facets. This discretiza-
tion causes jumps in contact forces at facet edges
and vertices making it very difficult for global conver-
gence of the Newton nonlinear solution algorithms.

To alleviate this problem, we have used 3-D bilin-
ear Hermitian surfaces to interpolate the bilinear
surface mesh, providing C1 continuity between
facets. A 2-D representation of this is shown in Fig. 1.
This provided a vast improvement in convergence of
the contact algorithm. 

For example, a solid sphere is contained within a
hollow sphere and pressed against the bottom by a
vertical pressure (Fig. 2). With the new smoothing
algorithm we get superior convergence compared to
the old method as demonstrated by the residual
energy norm produced during the nonlinear iteration
loop, as shown in Table 1 for a given time step. The
smoothed representation of the finite element mesh
model for the sphere is shown in Fig. 3. The
smoothed mesh shown in Fig. 3b was produced
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We developed new algorithms for contact and implicit dynamics. These algorithms were imple-
mented into the structural mechanics finite element code NIKE3D. The new algorithms provided a
more robust and efficient code and improved accuracy. A cursory description of the algorithms along
with representative numerical examples are presented here.

Michael A. Puso
Defense Technologies Engineering 
Mechanical Engineering
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using Mathematica.2 The grid lines are just the level
of discretization used for visualization (the true
mesh is totally smooth).

In the next example, a single block element is
pushed down and then dragged along a surface
(Fig. 4). This problem particularly illustrates the
improved performance when slave nodes encounter
new facets during sliding. With the old algorithm,
contact forces experience a significant jump when a
node changes facets during sliding due to the new
normal direction of the facet. The smoothed surface
for the configuration in Fig. 4b is shown in Fig. 4c.
The new algorithm provides quadratic convergence
as demonstrated by the energy norm results during
nonlinear iterations shown in Table 2.

Stability

Using Newmark’s method for example, the implicit
structural dynamics method can be shown to be
unconditionally stable for small deformation analysis.
For general nonlinear dynamic analysis, the implicit
method can become numerically unstable and often
does in the presence of large rigid body rotations or
severe contact impact. This is a pathological result of
the discrete time integration scheme and is not to be
confused with a mechanical instability.

With linear analysis, the spectral method is typi-
cally used for stability analysis. This is performed by
calculating the eigenvalues of the amplitude matrix
formed by the recursive integration algorithm. In
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Table 1. Energy norm results for spheres.

Iteration # New method Old method

1 1.3394 × 102 1.3862 × 102 

2 1.0054 × 10–1 1.0287 × 102

3 2.4924 × 10–11 8.7395 × 10–2

4 4.9348 × 10–17 9.2101 × 10–7 

5  9.0672 × 10–7

6  2.9843 × 10–7

7  6.0875 × 10–7

8  5.2122 × 10–7

9  6.1894 × 10–7

10  1.1556 × 10–6

(diverged) 

(a)

(b)

Figure 2. Solid sphere pushed against bottom of hollow sphere.

Smoothed surface

FE mesh

Figure 1. Finite element faceted surface and interpolated
smooth surface.
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nonlinear implicit analysis, an amplitude matrix is
not available, so another method is necessary. In
particular, the stability in the energy sense can be
ensured when the appropriate algorithmic adjust-
ments are made. This was shown by Simo and
Tarnow3 for nonlinear elasticity, such that the “algo-
rithmic energy” is conserved when the constitutive
(material) evaluation is made appropriately. This
algorithmic energy balance is in terms of the
discretized nodal velocities and displacements. For
a closed mechanical system

vn+1 Mvn+1 + U(un+1) - vn Mvn - U(un) = 0 (1)

where vn is the vector of nodal velocities at time tn,

un is the vector of nodal displacements at time tn, M
is the system mass matrix and U is some given
strain energy function. Equation 1 balances the
energy at time tn and tn+1 such that velocity and
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Table 2. Energy norm results for block.

Iteration # New method Old method

1 2.0144 × 101 2.1177 × 101

2 4.5219 × 10–3 –4.2748 × 101

3 5.4617 × 10–7 –3.2830 × 101

4 1.3365 × 10–14 5.1037 × 103

5 1.0987 × 10–28 2.1842 × 102

6 1.3931 × 102

7  1.0540 × 102

8  8.4054 × 101

9  8.5236 
10  3.3749 × 101

(diverged) 

(a)

(b)

Figure 3. (a) Finite element model of sphere. (b) Smoothed
version of faceted finite element mesh shown in (a).

(a)

(c)

(b)

Figure 4. (a) Block loaded vertically and subsequently dragged
along surface. (b) Final configuration. (c) Smoothed represen-
tation of surface.
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displacements are bounded and stability is ensured.
In our work we generalize the energy conservation
method to include coupled rigid/flexible body
systems and contact with friction.

Ultimately, materials with plasticity will be
included. With these effects, the new algorithmic
balance is given by

vn+1 Mvn+1 + wn+1 Iwn+1 + U(un+1)

− vn Mvn - wn Iwn - U(un) = −D ≤ 0 (2)

where I is the rotational inertia of a rigid part, w is
the rigid body’s rotational velocity and D is a positive
amount of dissipation due to friction. We call this
the algorithmic energy-consistent method. This new
method is an extension of previous work.4–5

In the first example (Fig. 5), a pulse moment is
applied at the base of rigid/flexible top. The base is a
rigid material and the cone is flexible. The top is simu-
lated using the new energy-consistent method and the
classical trapezoid method. The resulting nodal velocity
of a point near the top’s tip is shown in Fig. 6. From
Fig. 6, the trapezoid method is seen to become unstable
for both the large (∆t = 0.1) and small (∆t = 0.01) time
steps. The new energy method remains stable (inde-
pendent of time step) as guaranteed by Eqs. 1 and 2.
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(a)

(b)

Figure 7. Flexible ring within a fixed rigid box. The ring is
initially against the left wall and is given an initial velocity at
45° from the vertical. (a) The displacement pattern resulting
from the new energy method. (b) The pattern resulting from
the old trapezoid method.
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Figure 5. A pulse moment applied to a top with a rigid base
and flexible cone.
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In the next example (Fig. 7), a stiff flexible ring
placed within a fixed rigid box is given an initial
velocity at a 45° angle from the rigid wall. With the
energy-consistent method, the ring bounces within
the box in the expected way, returning almost
exactly back to its original position in a given cycle
(Fig 7a). With Newmark’s trapezoid rule, the ring

picks up energy at the boundary and eventually
becomes unstable (Fig. 7b). The algorithmic
energy is plotted versus time in Fig. 8 for the ring
in box.

In the final example, the effects of frictional
dissipation are demonstrated. In Fig. 9, two flexi-
ble balls are given an initial velocity within a rigid
(unfixed) box. The balls then bounce around within
the rigid box as shown in the sequence in Fig. 9.
Since friction is included the new energy-consistent
method dissipates algorithmic energy as shown in
Fig. 10. The trapezoid rule gains energy despite
the friction.

Future Work

We have demonstrated the results of significantly
more robust implicit finite element algorithms.
Consequently, we are able to solve many new prob-
lems that were previously intractable.

Currently we are in the process of adding friction
to the contact smoothing algorithm and adding the
logic for determining locations in a mesh where
smoothing is to be neglected. Furthermore, we are
developing a complementary solver for computing
the Lagrange multiplier contact forces more effi-
ciently than the current augmented Lagrange
method used in NIKE3D.

For implicit dynamics, we anticipate adding the
dissipation effects of plasticity. We would also like to
look at alternative conserving (or nearly conserving)
algorithms that are simpler to implement.

FY 99 4-9

121008060

Time

En
er

g
y

Energy
consistent

Newmark
trapezoid

20 400

0.0006

0.0002

0.0008

0.001

0.0004

0

Figure 8. Algorithmic energy vs. time for the ring in box.

(a)

(b)

(c)

(e)

(d)

Figure 9. Sequence of configurations of flexible balls bouncing
within a rigid box.

2015
Time

En
er

g
y

Energy

Trapezoid

5 100

0.3

0.1

0.4

0.5

0.2

0

Figure 10. Algorithmic energy vs. time for the balls in box
with friction.



Center for Computational Engineering

References

1. M. Puso (to appear), “A highly efficient enhanced
assumed strain hexahedral element,” IJNME.

2. S. Wolfram (1993), “Mathematica: a system for doing
mathematics by computer,” Addison-Wesley
Publishing Company Inc., Reading, Massachusetts.

3. J. Simo and N. Tarnow (1992), “The discrete energy-
momentum method. Conserving algorithms for
nonlinear elastodynamics,” ZAMP, 43.

4. M. Puso and E. Zywicz (1998), “Energy conserving
rigid body contact methods,” ICES98 Proc.

5. E. Zywicz and M. Puso (1999), “A general conju-
gate-gradient based predictor-corrector solver for
explicit finite element contact,” Int. J. Numer. Meth.
Engng. 44.

Engineering Research Development and Technology4-10



ost-Processing and Data Management 
Software Development for Computational Mechanics

Center for Computational Engineering

Introduction

In FY-99 we made considerable progress in the
post-processing and data management areas of
computational mechanics at LLNL. The unifying
theme of our accomplishments in these areas is
greatly improved flexibility. This leap forward was
enabled and driven by the introduction of Mili (Mesh
I/O Library), a library for reading and writing self-
defining simulation databases. With our finite
element post-processor, GRIZ, we completed a
major redevelopment effort to accommodate the
flexible data content permitted in Mili file families. 

As a first step in integrating Mili into the analy-
sis codes, code developers implemented modules
in DYNA3D/ParaDyn and NIKE3D to write out the
current collection of state variables to a Mili file
family. Enhanced flexibility for post-processing
extended to the parallel computing domain with
the implementation of a prototype parallel render-
ing of GRIZ.

A second theme is improvement and formaliza-
tion of our software development process. Building
on an existing practice of maintaining source code in
a repository accessed only by version control soft-
ware, we added a web-based application for submis-
sion and management of software change requests
and trouble reports. Additionally, a regression test
suite was developed for GRIZ to automate the labori-
ous process of validation testing new releases.

Progress

Mili Version 1.0

Version 1.0 of the Mili library was released to
developers simultaneously with GRIZ 4.0, the new
version of GRIZ that reads the Mili database. Mili
accomplishes its primary goal of creating self-
defining simulation databases by letting applications
define formats that document the contents of state
records to be written during a simulation. An appli-
cation that reads the simulation database first reads
the format descriptions to learn how to interpret the
state data in the database.

Mili uses a conceptual model of an unstructured
finite-element mesh as a collection of mesh objects
(such as nodes or elements) for which simulation
state data exists that an application may need to
save to disk. Mesh objects with like topological and
physical characteristics are grouped together in
mesh object classes, each of which is identified by a
unique class name. For example, hexahedral
elements in a mesh might belong to a class called
“brick.” The application creates as many mesh
object classes as necessary to fully define the mesh
for data output.

As like objects make up a class, so can multiple
classes be derived from the same superclass. Mili
defines a set of superclasses that provide the basic
semantics for each class created by the application.
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Put another way, a class is a named instance of a
superclass, and one of the parameters specified by
the application when a class is created is its super-
class. Table 1 identifies the superclasses currently
defined by Mili. 

The reason for this superclass>class>object hier-
archy is flexibility. From the superclass, an applica-
tion knows very basic information about the class
and therefore how to operate on it generally. For
example, both m_quad and m_tet imply element
mesh objects with four nodal connectivities, but a
m_tet element is inherently 3-D and has obvious
computational or rendering requirements associated
with it, whereas a m_quad element can be either 2-
or 3-D and has different associated requirements.
With superclasses, Mili provides a logical shorthand
for communicating basic information about groups
of objects.

By permitting (demanding) applications to create
classes, Mili allows specialization within a super-
class. The superclass conveys common characteris-
tics and the class confers some amount of unique-
ness. This is useful when objects that might be
identical at the superclass level are in fact modeled
differently and mean something different to the
analyst. For example, DYNA3D supports both thick
shell elements and hexahedral volume elements,
both with eight nodal connectivities. For writing
data to the old TAURUS plot database, DYNA3D
must combine both types of elements into that data-
base’s single collection of eight-noded elements. In
post-processing, any original distinguishing informa-
tion is lost and the analyst must know a priori which
“bricks” are really bricks and which were thick
shells in the analysis. Under Mili, DYNA3D can

create separate classes, each derived from super-
class m_hex but having different class names, to
allow each type of element to be explicitly identified
in the output and subsequent post-processing.

Additional flexibility is available through Mili
because the objects of a particular class can be
subdivided on output for customizing the set of state
variables being written. The most natural example of
this would be a division of the elements within a
class along material lines, since differing material
models in the analysis would confer different sets of
state variables for the participating subsets of
elements.  Finally, Mili also permits applications to
define multiple state record formats in a single data-
base. This opens the door to varying the amount of
data being written dependent upon activity in the
simulation.

GRIZ Version 4.0

The flexibility permitted in a Mili database repre-
sents a great change from the previous TAURUS plot
database, and large parts of GRIZ were re-written
(or invented) to accommodate the new features.
GRIZ version 4.0 (GRIZ4) is the outcome of this
redevelopment effort. The goal in producing GRIZ4
was to have GRIZ change outwardly as little as
possible while accommodating the potential variabil-
ity in a Mili database. Most of the command-set
changes were made to accommodate the variable
nature of database contents under Mili. For
instance, commands that formerly required a para-
meter such as “node,” “brick,” or “shell” to indicate
the object type of a numeric identifier now require a
class name instead.

Visually, there are few changes in GRIZ4. Most
apparent is the replacement of the previous “Result”
pulldown menu with two new menus, “Derived” and
“Primal.”  The Derived menu essentially holds the
contents of the old Result menu, but the menu
contents adapt to display only results that can be
derived from the contents of the current database.
The Primal menu allows access to all results written
into the current database, without any derivation or
transformation applied.

Through the Primal menu, GRIZ4 offers access to
global mesh results and material results in both Mili
and TAURUS databases. These data have been writ-
ten to the TAURUS database for some time but were
not previously accessed by GRIZ.

GRIZ4 does not support data from all Mili super-
classes equally. There is no support for m_wedge or
m_pyramid elements in 3-D rendering. Also, Mili’s
m_unit superclass, which by design has no semantics

Engineering Research Development and Technology4-12

Table 1. Mili object superclasses.

Class Node 
name quantity Object type

m_unit N/A Arbitrary  
m_node 1 Node  
m_truss 2 Truss  
m_beam 3 Oriented beam  
m_tri 3 Triangle  
m_quad 4 Quadrilateral or shell 
m_tet 4 Tetrahedron  
m_pyramid 5 Pyramid  
m_wedge 6 Wedge or prism
m_hex 8 Hexahedron or brick  
m_mat N/A Material  
m_mesh N/A Mesh  
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associated with it, cannot be related by GRIZ4 to the
mesh in any way that is guaranteed to be generally
useful for rendering. However, data from every class
in a database, regardless of its superclass, can be
read by GRIZ4 and plotted as a time history curve,
so GRIZ4 has some utility even for object types it
doesn’t fully support.

Aside from the new adaptive menus, the only
other visual change in GRIZ4’s graphical user inter-
face is on the Utility Panel. There, users now have
the option of assigning any node or element class to
any mouse button for picking operations, instead of
the previous option to assign the middle mouse
button to pick either shells or beams.

GRIZ’s time history plotting capability was
completely reworked for GRIZ4. Although the old
“timhis” command is still supported, the new “plot”
command provides users with much more capability
and flexibility. Patterned after the THUG time history
plotter’s “plot” command, GRIZ4’s “plot” accepts the
specification of multiple results and/or mesh
objects, generating a curve for every result/object
pair supported by the database. GRIZ4’s “plot”
command syntax also permits parametric plotting of
one result versus another result from the same mesh
object (multiple objects allowed) with time as an
implicit parameter. Additional development is
planned, as the old legend is inadequate to describe
the complexity now possible in time series plots.

Although GRIZ4 was developed primarily with the
goal of integrating Mili into it, we knew from the
outset that GRIZ4 would need to read both Mili and
TAURUS databases, and considering developments
under ASCI there was potentially a strong need to
support additional I/O library interfaces as well. To
accommodate multiple I/O interfaces, the GRIZ I/O
(GIO) layer was implemented to abstract details of
any particular I/O library and provide a common
high-level internal interface to I/O functions. To
interface to a given I/O library, a “driver” is written
which provides the correct function interfaces for
GIO but calls the desired I/O library internally.
GRIZ4 has drivers for Mili and the TAURUS plot
databases built in; other drivers can be added as
dynamically-linked shared objects.

GRIZ4 Parallel Rendering Prototype

Pre- and post-processing are the two major
bottlenecks facing code users in the parallel
domain. This year we took a significant step to ease
the post-processing bottleneck by developing a
prototype parallel renderer in GRIZ4. We imple-
mented a master/slave approach in which the

master processor manages the user interface and
the slaves perform the parallel rendering. In the
rendering algorithm, each processor renders its
local mesh partition (determined by the domain
decomposition from the analysis phase) followed by
a global reduction of pixel red/green/blue values
from all processors’ images based on pixel Z (depth)
values. In the final composited image, each pixel’s
color is taken from that initial image for which the
depth value of the pixel was smallest (the pixel clos-
est to the view eyepoint). 

The parallel implementation was not intended as
a production-ready solution but as a first step and
baseline for experimentation and further develop-
ment. Indeed, in using the domain decomposition
from the analysis phase, we are almost assured of
poor load balancing for rendering because only
those local domains that have visible elements
facing the view eyepoint can contribute pixels to the
final image—the rendering effort on all other
processors is wasted. Nevertheless, this was an
attractive approach because of its simplicity and the
fact that it offered the opportunity for parallel
speedup while using the same serial rendering
library (OpenGL) GRIZ already relies upon.

The parallel implementation must use offscreen
rendering to memory, since the compute nodes of a
parallel computer lack displays to render to. This
has a beneficial by-product since it opens the door
to “batch-mode” offscreen serial rendering as well, a
long-sought capability for GRIZ.

Parallel-rendering GRIZ4 is still very much in the
experimental stage. One of our priorities for the new
fiscal year is to evaluate and profile the performance
of this initial approach across an array of mesh
sizes and processor quantities, then set the direc-
tion for a follow-on implementation leading to a
production solution.

Combiner/Splitter Utility

An identified requirement associated with parallel
processing is the need to remap the parallel outputs
from an analysis run onto a different quantity of
processors for subsequent post-processing or an
analysis restart. In a similar vein, ParaDyn analysts
need to combine n parallel Mili databases into one
for serial post-processing. We met these needs by
developing a combiner/splitter utility. Developed as
a callable library with a driver program to provide
the command-line interface, this utility will read
multiple parallel Mili or TAURUS databases, plus the
analysis partition file, and combine them (with
translation, in the case of TAURUS) into a single Mili
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database. The splitter code reads a second partition
file for the target distribution of data and splits a
single Mili database into the required number of
parallel databases.

Web-Based Change-Request Tracking

In the past year, several factors combined to
elevate the visibility of our software development
process and the need for formalization. Fueled by
ASCI funding, the growth in the number of code
developers participating in graphics and data
management software development highlighted the
need for standardized conventions in our process
and the use of software engineering tools. The de
facto process arising from the old “one code, one
code developer” environment is inadequate for a
team of developers.

Taking advantage of LLNL’s Computation
Directorate’s Software Technology Center, we
requested a SCRTrack server to provide web-based
management of software change requests (SCRs)
and trouble reports. SCRTrack provides “cradle-to-
grave” maintenance of SCRs on a product-by-prod-
uct basis with support for a comprehensive set of
user roles and SCR status conditions, plus automatic
email notification of SCR state transitions. GRIZ4,
Mili, and the GRIZ User Manual have been entered
as products into the server, with plans for other
codes to follow.

Regression Testing

Another aspect of the software process is quality
assurance. One requirement associated with the
release of GRIZ4 was the need to validate results
against those from GRIZ version 2 (GRIZ2). This
requirement manifests itself two ways. First, GRIZ4
must produce the same results as GRIZ2 when read-
ing the same TAURUS database. Second, GRIZ4
reading a Mili database must produce the same
results as GRIZ2 (or GRIZ4) reading results from the
same analysis written out in a TAURUS database.

We developed a test script, written in the Python
scripting language, that uses a standard set of DYNA
and NIKE test problems and a collection of associ-
ated GRIZ command scripts to provide a basic valida-
tion of GRIZ4 with a comprehensive set of mesh
configurations. The testing is not exhaustive in exer-
cising all possible GRIZ capabilities, but it does thor-
oughly exercise data access and result computations
and provides a baseline upon which to build addi-
tional testing capabilities. This addition to the GRIZ
development process is valuable since it offers a
great productivity boost for releasing GRIZ updates.

GRIZ4 ExodusII Driver

During the year, collaborators at Los Alamos
National Laboratory (LANL) requested GRIZ modifi-
cations to read the Exodus II databases generated
by Sandia’s Pronto analysis code. With GIO devel-
oped for such a purpose, GRIZ4 is ideally suited for
this effort. By year’s end, GRIZ4 supported
ExodusII, and it is currently in use by Engineering
Services at LANL.

ASCI DMF Integration

Another I/O library compatibility requirement
arises out of the ASCI program and its Data Models
and Formats Application Programming Interface
(DMFAPI), currently in active development. One of
our goals under ASCI is to support DMFAPI in our
“ASCI” analysis codes and in the GRIZ post-proces-
sor. GRIZ4’s GIO layer again offers a natural entry
point for integrating the DMFAPI, but ParaDyn has
no equivalent abstraction layer in its output code.
Our chosen approach for ParaDyn, which follows a
pattern established at Sandia and at LLNL, is to
layer our current API (Mili) on top of the DMFAPI.
This allows us to write out ASCI format databases
with few if any source changes in ParaDyn.
Essentially, only a re-link is required, replacing the
Mili library with a new one that consists of the DMF
library and a set of wrapper functions that conform
to the Mili API.

The DMFAPI uses a very general data model with
a strong, abstract mathematical foundation. It repre-
sents a significant departure from other I/O library
APIs. We have layered Mili’s output calls over
DMFAPI to enable ParaDyn to write out a DMFAPI
database. The DMFAPI is still evolving, and with
continued effort, its capabilities will be supported in
other codes. 

Future Work

Mili enables many changes, so it emerges as a
natural focal point for additional development. Mili’s
design is such that supporting additional super-
classes is straightforward, and one such superclass
already identified for inclusion is a “surface” or
“face list” superclass. A surface object would be an
arbitrary set of 3-D element faces, quad elements,
or triangular elements that have special significance
in the generating application. For example, a
surface might be defined where a boundary condi-
tion is being applied in a simulation, or it might be a
contact surface for which information exists in the
simulation not found on all elements in general.
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Another necessary capability that code developers
have identified is restart management of the database;
specifically, the ability to overwrite state records at an
arbitrary point in the simulation. Our analysis codes
implement slightly different approaches to this, so a
generalized approach is needed.

The planned restart support will be impacted by a
more recent requirement for Mili. An inter-code
“link” file capability developed for the analysis codes
is now scheduled to be re-expressed under Mili. This
file was originally developed to convey state infor-
mation between NIKE3D and DYNA3D. It is also now
being used as a “lightweight” DYNA3D restart file.
Implementing a Mili version of the link/stress-restart
file imparts greater flexibility in its use (for instance,
building on GRIZ4’s Mili compatibility, it opens the
door to visualizing the link file) and provides an
organized framework for ongoing extension of the
file’s contents.

As mentioned above, GRIZ4’s prototype parallel
rendering capability is scheduled to receive attention

in FY-01. First we will characterize the prototype’s
performance over an array of problem sizes and
processor quantities. This is expected to be
followed by profiling to identify where bottlenecks
lie in the current approach. These efforts will
support a subsequent re-design of GRIZ4’s parallel
rendering software. 

Our software process improvement activities will
continue into the new fiscal year. We have two prior-
ities in this domain. First, we will expand use of
SCRTrack to include other codes and user manuals.
Second, we plan to develop software scripts which
will interact with our source repository during
release builds and automate versioning of applica-
tion binaries (specifically GRIZ, but the motivation
applies to all our codes). 
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Introduction

The Accelerated Strategic Computing Initiative
(ASCI) program at Lawrence Livermore National
Laboratory (LLNL) is tasking LLNL’s Methods
Development Group with the creation of a parallel
implicit mechanics code. This effort builds upon our
longstanding expertise in serial implicit finite-
element codes for stress analysis (NIKE) and ther-
mal analysis (TOPAZ), and will complement its ongo-
ing development of the parallel explicit capability of
the PARADYN code. 

For present purposes, the fundamental difference
between implicit and explicit simulation codes is
that implicit codes use much larger step sizes for
time integration. This makes implicit techniques
suitable for modeling steady-state and low-frequency
response, but this ability requires the solution of a
set of linear equations at least once per time step.
For the nonlinear materials and large-deformation
phenomena typically modeled with NIKE, multiple
linear solves are required at each time step. Hence,
solving linear equations almost always represents
the single largest share—at least 50%—of the over-
all computational cost in 3-D implicit simulations.

Linear equation solvers are typically divided into
two classes: direct and iterative. Direct methods are
known for their robustness and predictable number
of operations. However, they require a global data
structure that grows rapidly with problem size.
Further, the algorithms used in direct solvers
present challenges for large-scale parallelism.

Iterative methods typically use a much smaller data
structure that can be readily distributed for large-
scale parallelism. Yet they often perform poorly on
problems exhibiting characteristics quite common in
our simulations: material softening and damage,
material anisotropy, mesh refinement to capture
local effects, combined bending and membrane
response of shells, and near-singularities as buck-
ling behavior is approached. In addition to their
memory and/or time cost, linear equation solvers
can add significant complexity to the software archi-
tecture needed to support large-scale parallel
computers. So, in designing the new parallel implicit
code we not only need to incorporate the experience
of PARADYN’s development, but we must also extend
it to address these added issues. In preparation for
that design phase we have been performing studies
of two linear solvers.

Progress

PSPASES Sparse Direct Solver

This solver was developed in the research group
of Profs. V. Kumar and G. Karypis at the University of
Minnesota.1 We have previously interacted with this
academic team that created the graph partitioning
utility METIS used by PARADYN as part of its overall
domain decomposition preprocessing. (The METIS
package is also used by many other parallel applica-
tions developed throughout the world.) This same
partitioning technology has now been applied to the
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issue of equation reordering for efficient sparse
direct equation solving on distributed memory
machines. The PSPASES package solves symmetric,
positive-definite systems of equations and must use
a collection of 2N processors, where N is an integer.

We are evaluating this solver technology and moni-
toring its evolution. Last year we created a simple
prototype of a “master/slave” architecture. The first
processor is essentially running the serial NIKE code:
it performs all I/O, computes the finite-element matri-
ces and assembles the global system of linear equa-
tions. At that time, the remaining 2N-1 processors are
sent portions of the global equation system, and then
all processors execute PSPASES to reorder and solve
the system. This solution is then consolidated on the
first processor where the remainder of NIKE’s serial
algorithms continue execution.

Obviously such a prototype is not a long-term
approach to creating a production capability. But it
has allowed us to exercise PSPASES within the
context of a nonlinear finite-element code and
provide feedback to its developers. For example, we
identified and documented an anomaly in total
memory use that occurred when multiple pairs of
matrix reordering and factorization were requested
in sequence. This is a fundamental requirement for
nonlinear finite-element codes, but one not tested
by the typical “test driver” that simply reads in a
pre-computed matrix and does a single set of
reordering/factorization/backsolve operations. With
these data the developers were able to locate and
correct the programming error, and memory usage
has been verified to be essentially constant under
the circumstances described. A growth in factoriza-
tion CPU time has been documented for some situa-
tions and that information has also been passed to
the developers.

Figure 1 shows a mesh used for some of the
performance benchmarking. It is a subset of an overall
model created by P. Raboin and S. Creighton for the
Modal Analysis Correlation Experiment being under-
taken jointly by LLNL, Sandia National Laboratories
and the United Kingdom’s AWE. This particular mesh
leads to a linear system having 250,007 degrees of
freedom. The factorized form of the matrix contains
180 × 106 nonzero entries and requires 330 × 109

floating-point operations to compute. 
Figure 2 shows timing data for this problem from

runs on the ASCI “Blue Pacific” IBM SP system. The
log2 of wall time for matrix factorization is plotted
versus log2 of the number of processors used. The
dashed line represents perfect scaling: the timing of
each doubling of processors exactly halved the
execution wall time. The PSPASES data show good

scalability from 16 to 256 processors: each doubling
of processors results in a 40% reduction in wall time.
(Stated differently, each doubling of processors
provides a 67% speed-up.) That the scalability
suffers when pushed to 512 processors is not
surprising, since that represents only 500 equations
per processor and thus not many floating-point oper-
ations to amortize the increasing communication.
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Figure 1. Mesh for a sub-assembly of the Modal Analysis
Correlation Experiment (MACE). This mesh generates a system
of 250,007 linear equations for stress analysis.
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Figure 2. Timing data for the MACE benchmark run on the
ASCI “Blue Pacific” IBM SP system.
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This work demonstrates that a distributed sparse
direct equation solver can remain a viable methodol-
ogy for implicit mechanics on at least hundreds of
processors. This point had been in doubt–it is not
uncommon to hear opinions that “direct solvers
cannot scale beyond 8 or 16 processors.” While
hundreds of processors represent only a fraction of
an ASCI platform, it already would provide more
than an order of magnitude increase in the size of
implicit simulation we can perform in support of our
engineering missions. The scalability of a direct
solver on thousands of processors will be a longer-
term issue, and motivates our examination of hybrid
methods that combine iterative and direct equation
solving technologies.

FETI

The Finite-Element Tearing and Interconnecting
(FETI) method is a Lagrange-multiplier-based
domain decomposition method. As a hybrid method,
it has the potential of combining the best of both
worlds, namely, the robustness of direct solvers and
the scalability of iterative solvers as the number of
processors is increased. Our work in this area has
focused on developing a serial prototype of the FETI
level 1 method,2 with the aim of understanding the
behavior of these methods on problems of interest
to LLNL.

In the FETI method, the computational domain,
Ω, is partitioned into Ns non-overlapping subdo-
mains, Ω(s). Lagrange multipliers, λ, are introduced
at the subdomain interfaces to enforce the compati-
bility of the subdomain generalized displacements,
u(s). As a result, the original linear system over Ω,

Ku = f (1)

where K, u, and f are the stiffness matrix, the
displacement vector and the force vector, respec-
tively, is reduced to the equivalent set of equations:

for s = 1,…, Ns (2a)

(2b)

where, for each subdomain Ω(s), the variables K(s),
u(s), and f(s), denote the generalized stiffness matrix,
the generalized displacements, and the generalized
force vectors for that subdomain, respectively. The
matrices B(s) are signed Boolean matrices that
extract from a subdomain vector its signed contribu-
tion to the interface boundary of the problem. 
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If each of the subdomain stiffness matrices are non-
singular, then we can solve for the subdomain
displacements by first substituting u(s) from Eq. 2a
into Eq. 2b and solving for λ, and then using Eq. 2a to
solve for u(s). However, in practice, the domain decom-
position process often generates one or more floating
subdomains which do not have enough prescribed
displacements to eliminate the local rigid body modes,
resulting in a singular system in Eq. 2a for the corre-
sponding subdomain. If this system is consistent, then
the displacement u(s) for the floating subdomain Ω(s)

can be written in terms of λ as follows:

(3)

where K(s)+ is the pseudo-inverse of K(s), R(s) is the
matrix of rigid body modes of Ω(s), and α(s) is a vector
of unknowns that determines the contributions of each
of the rigid body modes. By the definition of rigid body
modes, the columns of R(s) form the basis of the null
space of K(s). The introduction of the new unknowns
α(s) requires additional equations which can be
obtained from the observation that for the singular
equation to admit a solution, the right hand side must
have no component in the null space of K(s), that is

(4)

Combining Eqs. 2a, 2b, 3, and 4 for all the domains
in the problem, the FETI interface problem becomes

(5)

where

where Nf is the number of floating subdomains in the
problem. The matrix K(s)+

reduces to K(s)–1
for non-

singular systems.
While the matrix FI is symmetric positive-definite,

the system matrix in Eq. 5 is indefinite, and we
cannot directly apply the conjugate gradient method
to solve for the Lagrange multipliers. However, we

  

F B K B

G B R B R B R

d B K f

e f R s

s s

s

N
s

N N

s s s

s

N

T T
N
T

T

s s s
T

s T

f f

s

f

1
1

1
1 1 2 2

1

1 2

=

= [ ]
=

= [ ]
= [ ] =

+

+

=

=

∑

∑

( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

,

,

,

,

  ... 

  ... 

   

α α α α

11, ...  Nf

  

F

G

G d

e
I

I
T

I

−
−
















 =

−










0

λ
α

  R f B
s

T
s s

T( ) ( ) ( )+ =( )λ 0

  u K f B R
s s s s

T
s s( ) ( )+ ( ) ( ) ( ) ( )= + +( )λ α

FY 99 4-19



Center for Computational Engineering

observe that Eq. 5 is equivalent to solving the equal-
ity constraint problem

Subject to 

This implies that we can use the conjugate gradi-
ent method with projected gradient to solve Eq. 5,
with FI as the system matrix, d as the right hand side
and λ as the unknowns. The conjugate gradient with
projected gradient technique is identical to the conju-
gate gradient algorithm, but, in addition, it ensures
that the constraint is satisfied at each iteration. If we
choose the initial λ to satisfy the constraint, that is,

then the constraint is satisfied at each iteration if

which can be ensured by projecting the direction
vectors in the conjugate gradient method onto the
null space of , using the projector

.

As with the standard conjugate gradient method,
the performance of the basic conjugate gradient
with projected gradient method can be improved
through the use of preconditioning. Farhat and
Roux3 suggest the following two preconditioners:
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where the matrix K(s) is partitioned as

where the subscripts i and b indicate interior and
boundary variables, respectively. Note that the
Dirichlet preconditioner is a better approximation to
the inverse of F1, albeit a more expensive one. 

We have implemented a serial version of the FETI
level 1 method in Fortran 77. The current version of
the code can handle cross-points in the decomposi-
tion as well as heterogeneous domains.4 The subdo-
main problems that arise in the application of the
conjugate gradient with projected gradient technique
are solved using a skyline solver. While this is not the
most efficient direct solver, it does enable easy calcu-
lation of the pseudo-inverses and rigid body modes.2

To understand the behavior of the FETI method, we
experimented with the problem in Fig. 3, which
solves the equations of static equilibrium for a simple
2-D bar extension problem using quadrilateral
elements. The problem has four subdomains, with a
single cross-point where the four subdomains meet.
Subdomains 2 and 3 are floating subdomains with a
single rigid body mode each, while subdomain 4 has
three rigid body modes. The iterations of the precon-
ditioned conjugate gradient with projected gradient
method are stopped when the two norm of the
preconditioned projected residual is less than 10-8.
Further details on the implementation of the method
are given elsewhere.5

Table 1 lists the iterations for the FETI method for
our simple test problem as the properties of the
subdomain are varied to represent problems of inter-
est to LLNL. We observe that the number of iterations
required for convergence, especially with the Dirichlet
preconditioning, remains constant as the problem is
made more ill-conditioned. Note that these are the
iterations required to solve the interface problem
using the preconditioned conjugate gradient with
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Subdomain 3 Subdomain 4

Subdomain 1 Subdomain 2

Figure 3. Test prob-
lem for FETI
level 1.The global
problem has 94
equations, while the
interface problems
has 38 equations.
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projected gradient method. Finally, to compare the
performance of the FETI method with standard itera-
tive schemes, we present in Table 2 the results of
solving the global system using the iterative solvers
from Compaq’s DXML solver library.6 This data
shows that while standard iterative solvers may work
in some problems, they are not always scalable as the
problem becomes more ill-conditioned. 

These early results demonstrate that the FETI
technique shows promise of being a viable method

for solving ill-conditioned problems when the source
of ill-conditioning arises from commonly occurring
situations in LLNL simulations. The scalability of the
FETI method on problems of a size of interest to
ASCI has already been demonstrated7 on the ASCI
option Red supercomputer. However, as outlined
below, several additional experiments are necessary
before we can say that the FETI method can solve
difficult problems of interest in an efficient and
effective way on massively parallel machines. 
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Table 1. Iteration counts for the FETI method on the test problem in Fig. 3. The iterations are for the solution of the interface problem
using preconditioned conjugate gradient with projected gradient technique.

No Lumped Dirichlet
preconditioning preconditioning preconditioning 

Problem 4 Homogeneous stiffness 22 13 10

Problem 4a 25 13 10
Subdomain 4: 10× stiffer 

Problem 4b 24 13 9
Subdomain 4: 1000× stiffer 

Problem 4c 34 17 10
SD1: 100×, SD2: 10×, SD3: 1×, SD4: 1000×

Problem 4d 22 34 15
Homogeneous, 
nearly incompressible elasticity

Problem 4d 20 27 12
With re-orthogonalization

Table 2. Iteration counts for standard conjugate gradient techniques with various preconditioners applied to the global system
obtained from the problem in Fig. 3.

No Diagonal Polynomial ILU
preconditioning preconditioning preconditioning preconditioning

Problem 4a 94 (close to the 67 48 25
solution)

Problem 4b 94 (not close to 86 62 34
the solution)

Problem 4c 94 75 55 28

Problem 4d No convergence No convergence No convergence Preconditioned
matrix not

positive-definite

Tolerance: 10–8

Maximum iterations permitted: 94
Order of polynomial preconditioner: 2
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Future Work

Our work with PSPASES will now be folded into the
on-going design effort for LLNL’s new parallel implicit
mechanics code. By considering from the outset the
requirements of both direct and iterative/hybrid equa-
tion solvers, the code will incorporate methodologies
suitable for a broad range of simulations. The numerical
robustness of the sparse direct solver will also be
useful during the development of the code, as it will
permit us to focus on other aspects of the code’s over-
all behavior and performance.

Our work on the FETI level 1 method has so far
focused on simple 2-D problems, where the
subdomains are homogeneous, though the mater-
ial properties may be different across subdo-
mains. To ensure that this method is indeed a
versatile one, we need to repeat our experiments
on simple 3-D problems, and study the effects of
heterogeneity when it occurs within a subdomain.
We also plan to study the effects of changing the
aspect ratio of the subdomains. The subdomain
aspect ratio is an important factor in determining
the convergence of the FETI method.3 If we use a
mesh partitioning software such as METIS, it is
not clear if it will provide subdomains with near-
unity aspect ratios, or if additional work will be
required, especially as the simulation evolves over
time and the partitioning changes.8, 9
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IGER Preprocessor and User Interface
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Introduction

Modern software engineering methods enable
analysis tools development with an unprecedented
degree of flexibility in incorporating different formula-
tions for advanced physics, and numerical methods
for a single self-consistent solution. This in turn yields
general-purpose tools, such as the EIGER1–4 software
suite, with an unparalleled range of applicability.

Current applications include advanced micro-
electromechanical machines (MEMMs), microwave
components (RF isolators and splitters), radar
cross-section (RCS) analysis, broad-band antenna
design, frequency-selective surface design, Navy

ship topside design, and phased array analysis and
design. This wide variety of applications on one hand
and the extensive set of features and options in the
computational tools on the other hand yield a tech-
nology gap that must be bridged to successfully
transition this technology to the various user
communities both within and outside Lawrence
Livermore National Laboratory (LLNL).

Progress

The graphical user-oriented interface (EIGER Build)
is a principal part of the EIGER framework (Fig. 1) for
frequency-domain electromagnetics analysis. It assists
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Our goal is to facilitate the use of advanced computational electromagnetics (CEM) tools by appli-
cation designers and analysts. Specifically, this entails developing an advanced preprocessor and
graphical user interface (GUI) for frequency-domain electromagnetics codes (for example, EIGER).
The preprocessor reads and interprets the mesh files that are output from commercial mesh genera-
tion packages, and assists with the decisions and assignments that are needed to perform the requi-
site CEM analysis. The complexity of the geometry often requires automated diagnostics to ensure
proper connectivity and discretization of the problem. In addition, the wide variety of analysis options
available in the new generation of CEM tools necessitates an interface that assists users with the
decision process and problem setup so that designers may concentrate on their specific analysis
rather than on the CEM issues.

Robert M. Sharpe, Nathan J. Champagne, and Andrew J. Poggio
Defense Sciences Engineering Division
Electronics Engineering

CAD/Mesh
(IDEAS)

CAD/Mesh
(PATRAN)

CAD/Mesh
(Others)

EIGER
Build

EIGER
Visual

EIGER
Solve
(HPC)

EIGER
Analyze
(HPC)

Design environment (user interface)

Figure 1. The four
components of the
EIGER Framework.
EIGER Build is the
graphical preproces-
sor; EIGER Solve is the
physics engine; EIGER
Analyze is the physics
post-processor; and
EIGER Visual is the
graphical post-
processor.
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designers in the most time-consuming and error-prone
portions of a CEM simulation—the problem setup and
definition phase. Simulation files are created in EIGER
Build based on a project concept.

The project contains all of the components
needed for a CEM model, such as the geometry, the
boundary conditions, and the excitations. The
meshed geometry is created by a CAD/mesh
program, such as PATRAN or I-DEAS, and then read
into EIGER Build. The discretized geometry is visu-
ally inspected in EIGER Build for errors. If the mesh
is satisfactory, CEM-specific information to the
geometry is interactively applied to complete the
simulation model. By storing the simulation model in
a project file, any minor updates made in the CAD
program will not adversely affect the project. This
allows, for example, geometrical parameter studies
to be done with minimal effort.

An EIGER Build project is composed of a set of
databases. The entries in each are associated, by
EIGER Build, with parts of the geometry or the
model as a whole. The databases include:

1. visuals, for controlling the appearance of the
geometry;

2. boundary conditions, for specifying the presence
of electric and magnetic currents;

3. integral equations, for enforcing the selected
boundary conditions;

4. materials, for augmenting the geometry infor-
mation with electromagnetic properties;

5. plane waves and voltage sources, for exciting
the model;

6. lumped loads, for representing ports; 
7. spectral information, for picking the desired

frequencies and modes;
8. far-field sampling points, for describing grids of

angles at which far-field calculations are
desired; and 

9. near-field sampling points, for describing grids of
points at which total field calculations are desired.

A sample input database form for a plane wave
excitation is shown in Fig. 2.

There are several analyses that are performed to
assist in geometry validation. The analyses are done
automatically after a mesh is read into EIGER Build.
However, these analyses can be redone via menu
selections that produce visual results. The different
analyses available are as follows: 

Boundary edges. The surface elements in a mesh
are analyzed for open boundaries. These are edges of
any surface element that do not connect to another
surface element. This collection of element edges can
be thought of as the apertures. This analysis is used to
look for unintended (or missing) apertures in a model.

Joint edges. The surface elements in a mesh are
analyzed for multiply connected boundaries. These
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Figure 2. Database
input screen for
a plane wave
excitation.
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are edges of any surface element that connect to
more than one other surface element. This analysis is
used to look for unintended (or missing) contact sites.

Surface edges. The surface elements in a
mesh are analyzed for singly connected edges.
These are edges of any surface element that
connect to exactly one other surface element. This
collection of element edges can be thought of as
the ordinary edges of the mesh. As such, its infor-
mation is limited, but it does provide the comple-
ment of the other surface element analyses. This
analysis is used as an eyeball aid while viewing
other analyses.

Wires. The wire elements in a mesh are collected
into a single group. This collection provides a simple
way to view all the wires at once. The collection
even includes wire elements that were not put into
groups. This analysis is used to verify that all of the
wires are present.

Free wire ends. The ends of wire elements in a
mesh are analyzed for unattached ends. These are
ends of any wire element that do not connect to
another wire or surface element. This analysis is
used to verify that all of the wires are properly
attached to the geometry.

Junction wire ends. The ends of wire elements
in a mesh are analyzed for ends touching surfaces.
These are ends of any wire element that connect to

at least one surface element. This analysis is used to
verify that all of the appropriate wires are properly
attached to the surface geometry.

An example of an analysis result in EIGER Build
is shown in Fig. 3. The meshed structure is a Navy
patrol craft modeled with surface and wire elements.
The particular analysis shown is “free wire ends,”
which is used to determine if all the wires are
attached properly. This is visually shown by crosses
at the wire ends. A close up of a collection of wires
near the bow is shown in Fig. 4. Upon closer inspec-
tion, it is determined that a wire that should be
attached to the surface is not attached after all. If an
electromagnetic simulation were run with this error,
the results would not be correct, especially in the
area surrounding this collection of wires.

Future Work

During the next phase of this project, we will
incorporate volume finite elements into the EIGER
software suite. This is a necessary step to treat
geometries with a hybrid finite element/boundary
element formulation. Additionally, higher-order
interpolatory functions and elements will be
addressed to further enhance the capabilities of the
EIGER suite by increasing the accuracy and effi-
ciency for more complicated models.
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Figure 3. Screen shot
of EIGER Build. The
geometry is a Navy
patrol craft. The
crosses at the wire
ends indicate that
they are unattached.
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Figure 4. Close-up of
a collection of wires
near the bow of the
craft shown in Fig. 3.
The crosses indicate
that the wires are not
attached to the craft
surface.
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Introduction

Components fabricated from brittle materials find
wide use in numerous programs at Lawrence
Livermore National Laboratory (LLNL). Examples
include structural ceramics, windows and synchrom-
eters in particle accelerator technology, and optical
components for lasers. The use of components of
such materials in these applications requires knowl-
edge of appropriate stress levels through a wide
variety of loading scenarios.

Traditional methods of safety assessment work
less well for brittle materials because of the larger
scatter in strength values as determined by mate-
rials testing, and because the amount of data scat-
ter increases as the component increases in size.
Use of statistical fracture mechanics incorporating
Weibull parameters will allow a rational, state-of-
the-art, and probabilistic prediction of failure.
Used in conjunction with finite-element methods,
safe stress levels may be chosen based on the
required reliability.

An important part of this effort is the incorpora-
tion of the state of the art in the design and applica-
tion of advanced ceramic materials. The CARES
(Ceramic Analysis and Reliability Evaluation for
Structures) program from NASA Lewis represents a
successful effort.1 The CARES program takes a

description of the state of stress from brittle mater-
ial and derives a probability of failure based on
Weibull strength test parameters and estimates of
the effects of the biaxiality of the stress state. Our
effort incorporates the CARES type failure prediction
within constitutive models for brittle materials
within the LLNL finite-element codes.

Progress

Weibull Statistical Method for Failure
Prediction

The Weibull method for statistical failure predic-
tion is based on the concept of a distribution of
flaws both in terms of size and orientation within
the microstructure of a brittle material. Weibull
described this method as a ‘weakest link’ descrip-
tion for the size effect on failures in solids.2 Then,
following the derivation of Robinson,3 for small
volume elements where the stress can be assumed
to be uniform, the probability of failure per unit
volume is Po. The probability of survival, S, of a
volume, V, of the material is given by

S = (1 – Po)
V (1)

for the simultaneous survival of small volume elements.
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We have tested the strength and reliability of brittle materials using statistical fracture mechanics
incorporating Weibull parameters into finite-element methods. Results are given for four-point bend
bar tests on beryllium oxide.
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Taking the logarithm of each side of Eq. 1 gives

ln S = –Vln(1 – Po).

The risk of rupture is defined as R = –ln S, which
in terms of an infinitesimal element gives

dR= –ln(1 – Po)dV.

The term –ln(1 – Po) is assumed to be a positive
function depending on only the tensile stress n(σ).
Then

dR = n(σ)dV 

and

R = ∫V n(σ)dV

where R is the risk of rupture integral. From the
definition of R we get the probability of failure as

Pf = 1 – exp[–∫V n(σ)dV].

For the three parameter Weibull distribution

,

known as the general Weibull distribution function. In
this distribution the quantity ‘m’ is unitless and is
termed the shape factor or Weibull modulus. It is a
measure of the variability of the material strength
distribution. The quantity σo is the Weibull scale para-
meter and has units of stress volume(1/m). For a mater-
ial component of unit volume, σo is the expected value
of strength at the 63.2% probability level. The quantity
σu is the Weibull threshold parameter, and is the stress
value below which no failures are expected to occur.
For conservatism and mathematical convenience, the
threshold stress is normally considered to be zero, and
a simpler two-parameter Weibull model is used.

Weibull Prediction of Size Effect and
Stress Distribution

Consider two similar components of the same mate-
rial but of different volumes, V1 and V2. If the stress
state is uniform tension, the size effect in the predicted
strength for a two-parameter Weibull failure model is:3
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As an example of the size effect, consider the
case where the volume ratio of the two components
is 10, and the Weibull modulus of the material is 10,
as would be typical for the high strength ceramic.
Then the strength ratio is

.

The large component would be only 80% as
strong as the small component.

A similar effect may be shown for size effect,3

where a component in tension would be predicted to
have 73.5% of the strength of a component under
pure bending. 

These are the size and stress distribution effects
in the simplest of circumstances. When 3-D
combined stress states, and both volumetrically and
surface distributed flaws are considered, as would
be the case in most real applications, effects of size
and stress distribution take a more complex form.4

It has been shown that some brittle materials show
a definite size effect (glass cylinders under compres-
sive loads), while others do not (cement paste cylin-
ders). The appropriate use of a Weibull distribution
to model a material’s failure behavior depends on
the details of the observed failure data.

Correlation of Fracture Toughness and
Weibull Parameters

The fracture mechanics approach to failure
prediction is deterministic, with failure predictions
based on known flaw sizes and the material’s resis-
tance to crack growth, called the fracture toughness.
Based on a given flaw geometry, and the far-field
load application, the applied stress intensity factor
may be calculated at the crack tip. When the applied
stress intensity factor equals the critical stress
intensity factor, or fracture toughness, crack propa-
gation occurs.

By contrast, Weibull statistics predicts failure
based on unknown flaw distributions and far-field
stress fields. The results are predicted probabilities
of crack propagation. It is possible that there are
connections between the two methods. 

One attempt to categorize the scatter for fracture
toughness measurements5 could correlate the two
methods. Fracture is treated as a weakest link
phenomenon, while failure is treated in a probabilis-
tic fashion. The fundamental expression for the
probability of failure is given by

.
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Here V is a specified volume, and ρ is a failure
function per unit volume.

It would seem that to use the preceding equation
the function ρ must be defined, or its characteristics
must be inferred. This function must be dependent
upon stress. As noted above, Anderson5 cites earlier
work by Ritchie, Knott and Rice6 where a model was
postulated that predicted cleavage failure when the
stress ahead of a crack exceeds the failure stress of
the material (σf) over a characteristic length. Later
work by Curry and Knott7 used statistical arguments
to show that a finite volume of material must be
subjected to a stress field severe enough to fail, with
a defect large enough to initiate cleavage. 

Thus the volume stipulated in the preceding equa-
tion must be a region surrounding the crack tip. The
size of the region is defined by the severity of the
crack tip stress field and the inert strength of the
material. The inert strength of a material is defined
by ρ and because of this a specific form for ρ is
never needed. The material tested will dictate what
this function is. In a sense the material is the func-
tion. Test loads and boundary conditions serve as
input and test data serves as output from the func-
tion. However, the crack tip stress field must be
specified to derive the cumulative distribution func-
tions (cdf) for KIC (fracture toughness) and JC (criti-
cal energy release rate). Since cleavage fracture is
the assumed failure mechanism, stress fields associ-
ated with small scale yielding (SSY) must be used.

The function ρ is a function of the stress field
near a crack tip. Using the work of Hutchinson7 the
stress field can be shown to take the form

.

Anderson5 invokes the relationship between the
J-Integral and the stress intensity factor K to obtain
the expression

.

One implication of this relationship is that when a
single large flaw under tensile loading is the domi-
nant failure mode in a material, the Weibull modulus
would be measured as 4.0. Other effects such as
loading mode mixity, crack propagation effects, and
flaw interactions tend to change the value of the
Weibull modulus. Indeed, Stienstra8 has calculated
that certain crack propagation effects tend to
increase the value of the measured Weibull modulus.
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The idea that certain aspects of the microstruc-
tural failure modes may be inferred from the value of
the Weibull modulus is demonstrated to a preliminary
level of certainty. That further aspects of microstruc-
tural failure modes could be inferred from the Weibull
failure parameters through material microstructural
failure simulation and observation is of great interest
in terms of fabrication process improvement and
understanding of failure strengths in brittle materials.

Experimental Data Reduction
for Weibull Parameters

Four-point bend bar tests were conducted on spec-
imens fabricated from beryllium oxide (BeO) compo-
nents to measure the effect of specimen surface
finishing. One set of specimens had a machine ground
surface, while the second set were polished to a
mirror finish. The specimens were all nominally size A
according to the ASTM specification C-1161.9 Both
sets of specimens were fabricated and tested in
accordance with this specification, and the data
reduction followed the guidelines of ASTM C-1239.10

The size A specimens are nominally 2.0 mm wide,
1.5 mm deep, and 25 mm long. In the four-point bend
test apparatus the inner span is 10 mm, with the
outer span twice that. A good discussion of the issues
of accuracy and reliability in the testing aspects for
ceramic materials is found elsewhere.11

A third set of specimens is referred to in the
results as the BeO annealing study. Annealing
temperatures were applied to the material to see if
there could be positive results from pore closure,
crack healing, and residual stress relief due to mate-
rial flow at elevated temperatures. If there were
such effects, they are subtle, and these data points
are included for comparison purposes.

Figure 1 shows the four-point bend tests results
with failure stress in pounds per square inch as a
function of probability of failure. There was an
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(c)

(b)

(a)

Center for Computational Engineering

additional surface-machined specimen which broke
in fabrication, with the remaining 30 points plot-
ted. The CARES program1 and the ‘WeibPar’
program from CRT associates12 were used for the
data reduction. The two programs agree to within
numerical error.

The BeO failure data for the polished or lapped
samples, along with the plots of the curve fit para-
meter from the WeibPar program are shown in Fig. 2.
Using the maximum likelihood estimators as the
curve fit technique, the Weibull modulus, m, is calcu-
lated to be 25.83, with the Weibull scale parameter
22,070 psi*(in3)(1/25.83). The single low data point is
an obvious ‘outlier’ from the distribution. It lies far
from the other data points and from the curve fit
parameters. When a linear regression curve fit is
used to better capture this outlying point, m is
calculated to be 10.77 while the scale parameter
is 15,770 psi*(in3)(1/25.83). 

The large change in material parameters with
the change in curve fit techniques is understand-
able, but also somewhat disturbing. It is under-
standable in that the linear regression curve fit
technique biases the curve fit to the low-level
points. It is disturbing in that it reduces the confi-
dence level that the curve fit parameters represent
real material properties.

From the curve fits, and the persistence in each
case of low stress level failures, it appears that

there is a second type or distribution of flaws which
is less prevalent but whose consequence on failure
is much more severe. The existence of this second
type of flaw distribution must be confirmed by addi-
tional tests on larger samples to bolster predictions
of its effects. This represents a real difficulty in
applying Weibull statistics to ceramic materials. It
also offers the hope that if the larger defects could
be eliminated through better material processing,
very significant improvements could be made in rais-
ing the expected design stress of BeO components. 

Fractography of the Failed BeO Specimens

Fractography of the failed samples is required to
verify the assumption that the flaws that caused fail-
ure were distributed throughout the volume of the
material, and not just present on the surface. The
Military Handbook 79013 provides useful guidelines
and information regarding the characterization of
failed ceramic surfaces.

The surface of the as-machined BeO specimen is
seen in Fig. 3 as a micrograph from a scanning elec-
tron microscope. The areas marked (a), (b), and (c)
show the features of machining striations, a machining
induced crack, and machining debris on the surface.

The as-lapped specimens show polished smooth
surfaces mixed with voids. The voids are of various
sizes and shapes as shown in Fig. 4a and their internal
structures reveal the individual grains or clusters of
grains as shown in Fig. 4b. Figure 4b is the enlarged
view of the rectangular area marked in Fig. 4a.
Evidences of unbonded boundaries between two neigh-
boring grains are shown by arrows in Fig. 4a and
unbonded three-grain junctions are shown in Fig. 4b.
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Figure 3. Surface of the as-machined BeO samples. Areas
marked (a), (b), and (c) show features of machining mark,
machining-induced crack, and machining debris, respectively,
on the machined surface.
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From Figs. 3 and 4, the average grain size of the
present material was determined by a simple line
intercept method to about 3 µm. It is not clear
whether the microstructure shown in Fig. 4a repre-
sents the true bulk microstructure or near-surface
microstructure where the machining damage is still
visible. If the voids seen on the surface in Fig. 4a
are a part of the true bulk structure, then the mater-
ial must contain a fairly high content of voids. If the
voids are due to the machining damage and left in
place by insufficient lapping, a further lapping is
necessary to remove the machining-induced damage
and reach the true bulk microstructure. The volume
fraction of the voids in Fig. 4a is calculated to be
14% by the line intercept method. 

For purposes of the data reduction it is
assumed that the specimen critical flaws are volu-
metrically distributed.

Figure 5 shows the fracture path in the as-
lapped sample. The arrows indicate the propagation

of a secondary crack as revealed on the “tensile”
surface of the four-point bend test specimen. The
fracture path is seen to follow the grain boundaries
and connect the voids. From the micrographs of the
failure surface it seems apparent that the failure of
the ceramic material on the microstructural level is
strongly influenced by the fracture toughness of the
grain boundaries, as compared to the matrix of the
crystalline materials, and that voids play a large role
in both crack initiation and crack propagation. 

Implementation of the Weibull Failure
Predictions in NIKE2D

The implementation of the Weibull distribution for
uniaxial stress is quite straightforward for the two-
parameter failure model. For arbitrary 3-D stresses
an equivalent uniaxial stress is calculated, and the
analysis becomes complicated by additional choices.
Two methods for arriving at an equivalent uniaxial
stress, given a 3-D stress field, were examined in
depth and implemented in NIKE2D. These methods
are termed the principle of independent action, and
the Weibull averaged normal tensile stress. 

For the principle of independent action, if the
principal stresses are tensile, this approach gives a
probability of failure as

where m is the Weibull modulus and kwv is (σoV)–m. 
The Weibull normal stress method gives more

conservative estimates of the probability of failure.1

The risk of fracture at any point in the specimen is a
function of the tensile normal stress distribution, σn,

  
P fv = 1− exp −kwv v σ

1
m + σ

2
m + σ

3
m



 dV∫
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Figure 4. (a) Microstructure of the as-lapped surface. Arrows
indicate sharp crack-like unbonded boundaries between two
neighboring grains, where a fracture can be initiated. 
(b) Enlarged view of the area marked by a rectangle in Fig. 4a.
Arrows indicate where three or more grains meet and form an
unbonded junction, which can act as a fracture initiation point.

Figure 5. Fracture path in the as-lapped sample. Arrows indi-
cate the propagation of a secondary crack as revealed on the
“tensile” surface of the four-point bend test sample. The frac-
ture path is seen to follow the grain boundaries and connect
the voids.
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on all planes passing through the point.14 All the
planes passing through the point can be repre-
sented, in turn, as normal vectors of unit length,
which terminate on a sphere of unit radius in princi-
pal stress space. For an arbitrary multiaxial load on
an element of material volume, the principal
stresses acting on the element must be projected
onto those portions of the unit sphere for which the
averaged stress is tensile, under the assumption
that an average compressive stress is not harmful to
the material. 

This projected average quantity, σn, is equal to:

σn = (cosφ)2 [σ1(cosψ)2 + σ2 (sinψ)2 ] + σ3 (sinφ)2

where σ1, σ2 , and σ3 are the principal stresses, φ is
the azimuthal angle, and ψ the polar angle for the
unit sphere, as seen in Fig. 6. The equivalent uniax-
ial stress is then given by

where dA is an elemental area on the reference
sphere of unit radius.

The failure probability, PF, is then given by:

  
P fV = 1− exp − v kwpV σ

n
m∫ dV





 

σ
n
m =

Aσ
n
mdA∫

AdA∫

where dV is a differential volume in the specimen
over which the principal stresses are approximately
constant. In the preceding equation, m is the Weibull
modulus as before, and kwpV is the polyaxial Weibull
crack density coefficient. The relationship between
kwV and kwpV is found by equating the failure proba-
bility for uniaxial loading to that obtained for the
polyaxial stress state when the latter is reduced to a
uniaxial condition.1 The result is

kwpV = (2m+1) kwV.

These integral equations can be replaced with a
discrete expression suitable for implementation in a
numerical algorithm on a computer:

∫0 ∫–π/2(σn)mcosφdφdψ = ∑ ∑ (σn)mcosφ ∆φ ∆ψ

where the functions cosφ and σn are evaluated at
φ= –π/2 + (j – 1)∆φand ψ = (i – 1)∆ψ.

These expressions have been incorporated into a
version of NIKE2D. The results of these efforts are
currently being verified. 

References

1. N. N. Nemeth, J. M. Mandersheid, and J. P.
Gyekenyesi (1990), “Ceramic analysis and reliability
evaluation of structures (CARES) users and program-
mers manual,” NASA TP-2916, National Aeronautics
and Space Administration.

2. W. Weibull (1951), ”A statistical distribution function
of wide applicability,” ASME J. of Appl. Mech.,
September, pp. 293–297. 

3. E. Y. Robinson (1964), “Some theoretical and experi-
mental aspects of design with brittle material,”
Lawrence Livermore National Laboratory, Livermore,
California (UCRL-7729), August 3.

4. P. Kittl and G. Diaz (1988), “Weibull’s fracture statis-
tics, or probabilistic strength of materials: state of
the art,” Res Mechanica 24, pp. 99–207.

5. T. L. Anderson (1995), “Fracture mechanics: fundamen-
tals and applications,” 2nd Edition, CRC Press, p. 292.

6. R. O, Ritchie, J. F. Knott, and J. R. Rice (1973), “On
the relationship between critical tensile stress and
fracture toughness in mild steel,” J. of the Mechanics
and Physics of Solids, Vol. 21, pp. 395–410.

7. J. W. Hutchinson (1968), “Singular behavior at the
end of a tensile crack tip in a hardening material,” J.
of the Mechanics and Physics of Solids, Vol. 16, p. 13.

Engineering Research Development and Technology4-32

σ
2

σ
3

σ
1

φ

dA=cos φ d φ d ψ

ψ

Figure 6. Angle definition for calculation of the Weibull aver-
aged normal stress.



Center for Computational Engineering

8. Auen-Stienstra, D. I. (1990), “Stochastic microme-
chanical modeling of cleavage fracture in the ductile-
brittle transition region,” Texas A&M Dissertation,
August, p. 99.

9. American Society for Testing and Materials, “ASTM
C-1161-94, Standard Test Method for Flexural
Strength of Advanced Ceramics at Ambient
Temperature,” 1994, Philadelphia, Pennsylvania.

10. American Society for Testing and Materials, “ASTM
C-1239-94a, Standard Practice for Reporting
Uniaxial Strength Data and Estimating Weibull
Distribution Parameters for Advanced Ceramics,”
1994, Philadelphia, Pennsylvania.

11. D. C. Cranmer and D. W. Richerson (1998),
“Mechanical testing methodology for ceramic design
and reliability,” Marcel Dekker, New York, New York. 

12. S. D. Duffy and E. H. Baker (1997), “Weibull parame-
ter estimation: theory and background information,”
CRT Technologies, November.

13. Military Handbook, MIL-HDBK-790, March 1993,
Information Handling Services, DODSTD Issue
DW9805.

14. O. Vardar and I. Finnie (1975), “An analysis of the
Brazilian disk fracture test using the Weibull proba-
bilistic treatment of brittle strength,” Int. J. of
Fracture, Vol. 11, No. 3, June, pp. 495–508.

FY 99 4-33





attice Boltzmann Modeling of Spherical Solutes 
in Confined Domains
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Introduction

Many fluid-based processes used, for example,
in the chemical and pharmaceutical industries,
involve the transport of nanometer-to-micron
sized particles in confined flow domains. To
augment the design process and to better under-
stand the fundamental behavior of particles in
such systems, one needs to be able to model and
simulate the flow field, the mechanisms for trans-
port phenomena associated with charged, polar
particles in the presence of electric fields, and
the other relevant force interactions. In the work
presented here, the LB method was chosen to
solve these complex problems.

As opposed to more traditional continuum
methods, such as Boundary Element and Finite
Element methods, the LB method is a mesoscopic
approach. Specifically, when using this approach,
one keeps track of the single-particle velocity
distribution function on a regular mesh of lattice
sites. This approach derives from the Boltzmann
transport equation, which is the conservation
equation found in the kinetic theory of gases.1

Under the appropriate flow conditions, for exam-
ple, small Mach and Knudsen number flows, the
LB method accurately captures the hydrodynamic
behavior of viscous fluids.2,3 Additionally,
because the approach is discrete, it can easily
handle bounding walls, mobile particles, external
fields, and finite Reynolds numbers. 

Another convenient feature of the LB method is
that fluid velocity disturbances are transmitted
locally from lattice site to lattice site. As a 
consequence, the fluid phase is easily paralleliz-
able relative to the conventional methods such as
finite element methods. 

Progress

The selected results presented here include
calculating the hydrodynamic force acting on an
infinite medium of equispaced stationary spheres,
a stationary sphere in a bi-periodic simulation cell
with bounding walls at the top and bottom of the
flow cell, and a single sphere translating in direct
approach toward a stationary planar surface. The
results presented were calculated using a parallel
LB code developed during FY-99. The paralleliza-
tion includes both the fluid phase and the particu-
late phase. All simulations were performed on
multiprocessor machines using MPI. Simulations
were conducted on local Dec Alpha clusters and on
an IBM SP2 machine with multiple processors.

The benchmark studies on stationary or
captured macroparticles produced interesting
results. Specifically, when passing a flow through
an infinite medium of stationary periodic spheres,
the force on the test sphere increases with increas-
ing solids fraction. Fig. 1 shows the unit cell that
gets replicated throughout space forming an infi-
nite medium of equally spaced spheres. 
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The primary aim of this effort is to develop a unique lattice Boltzmann (LB) simulation capability
to understand the dynamic behavior of macromolecules, cells, and spores in bounded flow domains.
The proposed effort for FY-99 included benchmark studies with spherical solutes to verify the utility
and accuracy of the LB method. These studies include calculating the hydrodynamic force and torque
acting on a stationary, spherical particle in bounded flows and calculation of the hydrodynamic force
acting on a mobile particle in the presence of a stationary wall. This year’s results show that the LB
accurately solves these non-trivial flow problems. Selected results for stationary and mobile
macroparticles are presented. An additional milestone that was achieved ahead of schedule is that
the 2- and 3-D LB codes with macroparticles are now parallel. 

David S. Clague
Electronics Engineering Technologies Division
Electronics Engineering
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As shown, the hydrodynamic drag force calcu-
lated using the LB method is nearly identical with
the well-accepted result of Zick and Homesy.4 Also,
it is important to note that the drag force increases
with increasing solids fraction. In contrast, when
placing the sphere in a flow channel bounded at
the top and bottom with parallel walls, the drag
force decreases as the solids fraction is increased.
Figure 2 shows a sphere of radius a bounded by
parallel walls separated by distance H. Also shown
are the upstream and downstream periodic images
of the central sphere.

The result shown in Fig. 2 shows the opposite
trend in drag force as was seen in Fig. 1. For exam-
ple, the hydrodynamic drag force decreases as the
spheres are brought closer together, or for increasing
solids fraction. As shown, it is necessary to separate
the periodic spheres by a minimum of 30 sphere radii
to ensure that the central sphere is hydrodynamically
de-coupled from its neighbors. The flow system
depicted in Fig. 2 is very much like particle capture
apparatus used in many flow systems that contain
particulates; hence, the result presented here can be

used to calculate the hydrodynamic force acting on
capture macroparticles in an actual flow cell.

Essentially, the observed difference between the
drag force shown in Figs. 1 and 2 has two explana-
tions. First, for the flow configuration in Fig. 1, the
fluid flux area between periodic spheres decreases
with increasing solids fraction which in turn
increases the drag force for a constant pressure
gradient. In contrast, the fluid flux area for the flow
configuration in Fig. 2 is constant for all solids frac-
tions; hence, there is no change in the bulk fluid
velocity with change in solids fraction. The second
reason that the drag force in Fig. 2 decreases with
increasing solids fraction is a form of “drafting.”
More specifically, the fluid velocity disturbance
caused by the upstream sphere does not recover to
the bulk fluid velocity before it encounters the next
neighboring downstream sphere. Others have
observed this same “drafting-like” phenomenon in
sedimentation problems at low Reynolds numbers. 

The final result presented here is for a sphere
translated at constant velocity in direct approach to
a stationary wall (Fig. 3).
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The LB results are in excellent agreement with
theory even at infinitesimal sphere-wall separa-
tions. This demonstrates that the LB approach
accurately captures hydrodynamic interactions for
mobile macroparticles.

In addition to the selected results presented
above, the LB simulation capability has also been
used successfully to study fluid behavior for flow
through conduits with irregular cross-sectional
geometry. Furthermore, simulations are in
progress to study the behavior of a single
macroparticle in Poiseuille flow in bounded
conduits. Work is also in progress to include exter-
nal fields such as gravitational and electromag-
netic fields in the parallel LB codes.

Future Work

The LB simulation capability has developed into
a useful predictive tool. The work for this coming
year will include validation of the LB method with
experimental results and inclusion of new physics
relevant to laboratory needs. The validation studies

will include the study of suspension behavior in
rectangular conduits and particle capture due to
external fields. 

In FY-00, intermolecular force will be included in
the LB simulation capability and the resulting
suspension behavior will be studied.
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odeling of Anisotropic Inelastic Behavior
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Introduction

At a microstructural level, polycrystalline metals
are composed of aggregates of individual crystals,
each of which has its own orientation and proper-
ties. When subjected to loading, metals initially
exhibit reversible deformation, due to the stretch-
ing of the lattice. When the loads become suffi-
ciently large, permanent deformations can occur
through a number of mechanisms, such as disloca-
tion motion, twinning, or grain boundary sliding. As
a consequence of having randomly distributed
grain orientations, annealed polycrystalline metals
typically exhibit isotropic behavior with respect to
a reference configuration; that is, at a given point
in the material, the material response of a speci-
men in any direction is the same. This includes the
elastic behavior and the initial yield behavior.
However, significant processing of materials, or
even moderate plastic deformations, can cause
grains which were initially randomly oriented to
become aligned, resulting in behavior which is
anisotropic, where material response in different
directions is quite different. 

The ability of numerical simulations to predict
the behavior of systems involving materials under-
going large deformations is contingent upon having

a realistic model of the material behavior. Such
models must be accurate in the full range of possi-
ble loading conditions to which the materials may
be subjected. Use of overly simplified models in
regimes where they are not well suited can seri-
ously compromise the validity of a simulation. Many
problems of engineering interest involve metals
undergoing large deformation under multiaxial
states of stress and the need for reliable models for
these applications can hardly be overemphasized.
Experimental data demonstrate that simple models
for plasticity commonly used in numerical codes do
not accurately predict material behavior under
these conditions.

Engineering models of polycrystalline metals
generally omit microstructural details and describe
the effective macroscopic behavior in terms of a
phenomenological continuum model. Viewed from the
macroscopic perspective, the initial material
response is path-independent and there is a one-to-
one correspondence between stress and strain.
However, if the deformation or loads become suffi-
ciently large, the material begins to exhibit plastic
behavior. There is no longer a one-to-one correspon-
dence between stress and strain, the response is
dependent on the loading path taken to reach a given
state of deformation, and permanent deformation
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An experimental capability, developed at Lawrence Livermore National Laboratory (LLNL), is
being used to study the yield behavior of elastic-plastic materials. The objective of our research is to
develop better constitutive equations for polycrystalline metals. We are experimentally determining
the multidimensional yield surface of the material, both in its initial state and as it evolves during
large inelastic deformations. These experiments provide a more complete picture of material behavior
than can be obtained from traditional uniaxial tests. Experimental results show that actual material
response can differ significantly from that predicted by simple idealized models. These results are
being used to develop improved constitutive models of anisotropic plasticity for use in continuum
computer codes. 
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remains after external loads are removed. This gives
rise to the theoretical idealization of an elastic-
plastic material, and in particular, to the notion of a
yield function1 denoted by

. (1)

Here, skl denotes the components of the stress tensor;
ekl denotes the components of the strain tensor;
denotes the components of the plastic strain tensor;
κ is a scalar measure of work hardening; and the
ellipses represent other inelastic state variables
which may be present, depending on the complexity
of the chosen constitutive theory. 

The yield function is a key ingredient of the
constitutive theory of elastic-plastic materials. The
condition f = 0 (or g = 0) describes the boundary
between stresses (or strains) that result in only
elastic behavior, and those which result in inelastic
behavior. For fixed values of the inelastic variables,
the yield condition can be interpreted geometrically
from the point of view of stress space (or strain
space), as a surface which bounds the region in
which only elastic behavior occurs (the elastic
region). When the loading path intersects the yield
surface and tries to cross it, inelastic behavior
occurs and plastic deformation results. The current
state never moves outside the yield surface, but
instead the surface is carried along with it. Typically,
the yield surface changes both in shape and size as
the inelastic deformation increases. Measured yield
surfaces for three of the states along the complex
stress path depicted in Fig. 1a are shown in Fig. 1b. 

In addition to the yield function, the constitutive
theory includes evolution equations for the inelastic
variables during loading (g = 0, ĝ > 0). Thus, for the
plastic strain, we have

,  . (2)

Here ρkl is a constitutive response function that
is independent of the rates of stress or strain. For a
broad class of materials, under a physically reason-
able assumption regarding work in closed cycles in
strain space, ρkl can be replaced with the product of
a scalar function and the normal to the yield surface
in stress space, thus requiring the specification of
only one additional scalar response function.1 For
special classes of materials, this scalar function is
determined from the yield function and hardening
and does not require an independent specification.

Most plasticity models implemented into numeri-
cal codes for metals use a yield criterion which
corresponds to a fixed shape of the yield surface (for
example, elliptical in the case of the Mises yield
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criterion). What distinguishes different models is
how the yield surface evolves (for example, it may
translate rigidly, or alternatively change its size
while maintaining its shape, or follow some combi-
nation of these simple hardening laws). Many simu-
lations are run with a model that assumes an ellip-
tic yield surface of fixed aspect ratio that only
changes in size due to hardening. While the initial
yield surface of isotropic materials may be repre-
sented reasonably well by an ellipse, subsequent to
even moderate plastic deformation, the shape of the
yield surface in real materials can change signifi-
cantly (Fig. 1b). For this reason, simple representa-
tions of the yield function will be satisfactory only
under very restrictive loading conditions (such as
monotonic or uniaxial), and are inadequate for
general multiaxial loading conditions, especially

Engineering Research Development and Technology4-40

D0

D1 D2

Shearing
stress (ksi)

Axial
stress 
(ksi)-3 -2 -1 1 2 3

1

1

(b)

-2

-3

● ● ● ● ● ●

●

●
●●

●
●●

●
●

●
●

●
● ●

●

●

●
●

●●
●●

●

Shearing
stress (ksi)

Axial
stress 
(ksi)

-1 2 3

-2

-3

1 2,9 10

11

7
6

8

3

4

5 13

0

12

(a)

Figure 1. (a) Imposed sequence of loading states for yield
surface measurement on a single specimen, identified as “D”
in Table 1. (b) Measured points on yield surfaces in 2-D stress
space from a single 1100 aluminum specimen subjected to the
loading states in Fig. 1a. For clarity, only the surfaces
measured at load states 0, 1, and 2 in Fig. 1a have been
shown. The subsequent yield surfaces show significant devia-
tion from an idealized ellipse even though the strains involved
are moderately small.
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when loads can reverse and change direction during
the history of loading.

In view of these considerations, and motivated by
the fact that the vast majority of available experi-
mental data on polycrystalline metals are for uniax-
ial (and generally monotonic) loading, our group
developed an experimental capability to map out the
yield surface at various fixed states of large inelastic
deformation under multiaxial loading. By determin-
ing the yield surfaces on a single specimen at multi-
ple fixed states, the evolution of the yield surface
during plastic deformation can be observed. These
data provide the basis for developing improved
constitutive equations for phenomenological
descriptions of polycrystalline metals.

Progress

This project is a combination of a program of
novel experiments characterizing inelastic material
behavior together with an effort to develop better
material models for implementation into numerical
analysis codes. The primary approach has been to
obtain improved experimental data for the macro-
scopic response as a guide to the development of
better phenomenological models. During FY-99, we
have further refined the experimental procedures
developed in previous years, and have obtained
some important new data. 

In addition to this direct macroscopic approach,
we have begun to examine the alternative strategy of
incorporating information from lower length scales
where explicit consideration is taken of material
microstructure, and we have also begun to explore
how this mesoscale description can be homogenized
to obtain improved macroscopic models. 

Further, work on general issues related to numer-
ical implementation of anisotropic plasticity models
has been pursued, in the context of both purely
Lagrangian and arbitrary Lagrangian-Eulerian
(ALE) formulations.

Experiments

The experimental portion of this project involves
determination of the yield surface under multiaxial
states of loading, using thin-walled tension-torsion
specimens with a 2-in. inside diameter. The experi-
mental determination of the yield surface of the
material is carried out by loading a specimen under
multiaxial conditions and probing until the point of
yield is reached, then backing off and probing in a
different direction in stress space (and in strain
space) until the next yield point is found. This
process is repeated until the entire surface is

mapped out. The sensitive nature of the measure-
ments being made requires careful attention to the
issues of specimen design and preparation, experi-
mental methodology, and interpretation of the data.
The general description of the experiments and the
difficulty in carrying out these measurements have
been discussed previously,2,3 and this year a
comprehensive description of the experimental
procedure has been compiled.4

Ideally, a measured yield surface represents the
boundary between elastic and inelastic behavior at
a given elastic-plastic state. As a practical matter,
the identification of the yield point requires loading
somewhat beyond the elastic region so that the
inelastic behavior becomes evident. The procedure
which has been developed can detect yield without
producing a plastic strain much greater than
5 × 10–6 (5 µ-strain), and yield surfaces can be
obtained for multiple elastic-plastic states from a
single specimen. It is clear from the data that the
yield surfaces determined from multiaxial loading
tests are strongly dependent on the method used to
identify the yield point. Many different definitions of
the yield point are possible; these vary in both
experimental complexity and in the amount of plas-
tic deformation that is induced during the determi-
nation of yield at a given point. The measured yield
surfaces can vary from appearing roughly isotropic
when a coarse large off-set or back-extrapolation
method is used, to clearly exhibiting material
anisotropy when a small off-set definition of yield is
used (Fig. 1b). The definition of yield point is
related to the idealized way in which the theoretical
model represents real material behavior. These
issues are discussed more fully elsewhere.4 After
investigating various alternatives, we adopted a
5 µ-strain offset definition of yield as the most
meaningful for our current interests.

In addition to generating data from the measure-
ment of yield surfaces, we are also exploring the
fundamental question as to the proper definition of
plastic strain in the context of large inelastic defor-
mations.5,6 When yield surfaces have moved so that
they no longer enclose the origin in stress space (for
example, yield surfaces D1 and D2 in Fig. 1b), the
material cannot be unloaded to zero stress without
causing new plastic deformations. 

The traditional way of defining plastic strain is to
identify it with the residual strain remaining when the
load is removed. This definition arose intuitively from
consideration of uniaxial tests with small deforma-
tion, but it is clearly inadequate in the situation of
more general states of loading where the yield
surface no longer encloses the origin in stress space.
Plastic strain is not among the set of kinematic 
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variables that come from classical continuum
mechanics. Since it is a primitive variable in the
constitutive theory, one must be able to identify it
unambiguously for the theory to be meaningfully
predictive and not simply a sophisticated curve-fit.

Previously, an experimental methodology was
proposed for verifying the validity of our prescrip-
tion for identifying plastic strain, in cases where
the origin lies outside the stress space yield
surface. It is defined as the point in strain space
corresponding to the point on the yield surface in
stress space closest to the origin.5,6 This method
exploited the property from Eq. 2 that the direction
of the increment in plastic strain is independent of
the size and direction of an applied increment in
stress or strain. By comparing the directions of the
plastic strain increment for two different loading
directions originating from the same state, the
prescription can be verified. The high precision
necessary to be able to make the measurements
required for this verification was a driving force
governing the refinement of experimental proce-
dures. Three different verifications (requiring the
determination of six distinct yield surfaces) have
been completed which do in fact validate this
prescription for identifying plastic strain. 

Characterization of Experimental Results

One consistent observation in the experimental
data with a 5 µ-strain off-set definition of yield
(such as in Fig. 1b) is a distortion of the shape of
the yield surface after moderate plastic deformation
when loading away from the origin. The initial yield
surface is close to elliptical in shape. For subse-
quent yield surfaces, the side away from the loading
point (and closest to the origin) tends to flatten,
while it tends to elongate near the loading point,
resulting in a D-shaped surface. There are classical
closed curves, such as the folium, the piriform, and
the pear-shaped quadric, that are somewhat
D-shaped.7 However, after some effort it was found
not possible to use these functions to represent the
data in a robust manner. An alternative approach to
using a single analytical function to represent the
yield surface in two dimensions is to approximate it
with a collection of smooth intersecting segments.
As a curve-fitting scheme this approach is capable
of matching a given set of data with any desired
degree of accuracy, but such a representation
provides little physical insight towards the develop-
ment of improved models. Moreover, describing
yield surface evolution in a general way becomes
problematic, and it also presents difficulties in
terms of numerical implementation. 

To characterize the data, and to give some direc-
tion to the development of improved models, “best
fits” to the data were performed with polynomial
functions representing closed curves. Even for
quadratic polynomials this is a nontrivial exercise.
In the usual routine task of fitting a function to
discrete x-y data, an error function is defined and
the unknown coefficients are determined by mini-
mizing the error. The resulting system of equations
is linear and a unique solution is guaranteed. 

For the problem at hand, however, the data pairs
(xi, yi) cannot be approximated by an explicit function
of the form y = f(x); rather they must be represented
by implicit functions of the form f(x,y) = 0. To fit an
implicit function to the data, an error function is
defined as usual, but the system of equations that
must be solved to determine the unknown coeffi-
cients is highly nonlinear and there is no guarantee
of uniqueness as in the linear case. Solving the
system of nonlinear equations numerically is a
complex undertaking requiring sophisticated solu-
tion techniques. 

Quadratic fits to all the data sets were obtained by
using a package for orthogonal distance regression,
ODRPACK, which is publicly available from NIST8

(Fig. 2). The program finds the parameters that mini-
mize the sum of the squared weighted orthogonal
distances from a set of observations to the curve or
surface determined by the parameters. This proce-
dure provided a method of characterizing the data in
terms of change in position, size, and orientation of
subsequent yield surfaces. Results of the data reduc-
tion for various measured yield surfaces are shown in
Table 1. A second-order polynomial is sufficient for
gauging the size, location, and some sense of the
“orientation” of the yield surface, but it cannot
adequately represent features such as relative elonga-
tion and flattening of the yield surface. Higher order
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Figure 2. Second-order polynomial fits to yield surface data.
Quadratic functions can capture the trends in size, location
and some sense of orientation, but provide no characteriza-
tion of the distortion into the observed D-shapes.
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function fits could likely provide better representa-
tions of the D-shaped data curves, but ODRPACK was
unable to give reliable fits in a unique, robust manner.

Numerical Modeling

The Mises yield condition, which is a quadratic
polynomial in the deviatoric stress components, is
known to agree well with experimental data on
annealed (isotropic) polycrystalline metals, and it
also has a physically appealing interpretation in
terms of distortion energy. For anisotropic materi-
als, the most general quadratic yield function repre-
senting a smooth initial yield surface which reduces
to the Mises yield function in the special case of
isotropic materials is of the form9

, (3)

where due to symmetries the coefficients Bklmn,
have 21 independent components. If, as is
commonly done, the further assumption is made
that the yield behavior is independent of the mean
stress (pressure), then the stress tensor in Eq. 3
can be replaced by its deviatoric part and the coef-
ficient tensor can be replaced by a reduced tensor
which has 15 independent coefficients. As
mentioned previously, a quadratic representation of
the yield surface can reasonably capture its loca-
tion, size, and a sense of the orientation observed
in real materials, but it does not capture the distor-
tion of the yield surface from elliptical to D-shaped.
Nevertheless, Eq. 3 is much more general than the
Mises yield function, and it contains as special

f B s sklmn kl mn= −κ 2

cases other anisotropic yield models which have
been implemented into LLNL codes.

An anisotropic plasticity model with the yield
function in Eq. 3 was implemented into the paral-
lel version of the code ALE3D. Figure 3 shows a
Lagrangian numerical simulation of a Taylor
impact test using an anisotropic tantalum cylindri-
cal projectile. The predicted ovaling of the impact
footprint is in agreement with experimental data.10

Since a basic feature of anisotropic behavior is
that the response depends on the material direc-
tion, it is necessary to track material directions
during deformation. While this is a straightforward
issue within a Lagrangian formulation, implemen-
tation of anisotropic plasticity models in the
context of an ALE formulation is complicated by
the fact that nodes of a mesh are not material
points, and the element edges are not material
curves. An alternative approach must be used to
keep track of material directions. Material direc-
tion vectors mi can be stored as element-based
variables, and can then be updated during the
Lagrangian step according to

, (4)

where Lij are the components of the velocity gradi-
ent tensor. These element-based quantities can
then be updated as other history variables during
the advection step. There are increased memory
storage costs associated with modeling anisotropic
plasticity. Along with storing the material direction
vectors and any additional constitutive variables,
properly invariant formulations of anisotropic

˙ ( ( ) )m L L m m mi ij kl k l ij j= − δ
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Table 1. Characteristics of yield surface data obtained from quadratic fits. The yield surface designation comes from a specimen 
identification letter and a state number.

Offset e11
p  e12

p  Orientation Subaxis Subaxis
Yield Def. (µ- (µ- (µ- Center angle 1 2 Aspect
surface strain strain) strain) (psi) (°) (psi) (psi) ratio

A1 15 300 0 (857, −57) 29.8 1250 1460 0.86
A2 15 8690 7128 (871, 947) −16.3 3000 1380 2.17
B0 1 0 0 (−87, 94) 3.91 1770 1060 1.67
B1 1 1 −17 (−11, −263) 2.23 1840 890 2.07
B2 1 92 −2055 (37, −1809) −1.12 1550 370 4.19
C1 1 −4578 102 (−3425, 114) 24.7 770 1170 0.66
C2 1 −5008 234 (−3713, 82.4) 40.4 640 1050 0.61
D1 5 5 −2020 (−209, −1698) −7.2 2230 650 3.43
D2 5 30 −2100 (80, −1698) −0.9 2330 750 3.11
D4 5 30 −2010 (84, −1230) −3.3 2610 770 3.39
D10 5 1030 −3660 (1250, −1918) 14.0 2380 670 3.55
D12 5 990 −3560 (1145, −1459) 26.0 2570 1070 2.40
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models also require storing additional kinematical
quantities such as the rotation and stretch tensors.

Alternative Approaches 
Using Mesoscale Homogenization

The approach described earlier seeks to develop
a macroscopic phenomenological model directly
from measurements of the macroscopic inelastic
behavior. An alternative strategy is to examine the
governing processes in terms of microphysical
behavior at lower length scales, and then to deduce
a model for the effective macroscopic behavior
through an appropriate averaging, or homogeniza-
tion, procedure.

Working toward a theoretical approach to homog-
enization, using a variational principle, and in the
context of strain gradient crystal plasticity, we
developed a new upper bound for the effective yield
surface of a polycrystal.11 This procedure uses one-
and two-point correlation functions of the orienta-
tion distribution. This bound demonstrates a grain
size effect via its dependence on the polycrystal’s
spatial and orientation distribution statistics. It can
be shown that this bound almost always improves
upon the Taylor model bound.

It is also possible to approach the homogenization
from the point of view of numerical simulations using
a so-called virtual test sample. A representative
volume element of material can be modeled in which
individual grains are explicitly resolved, and repre-
sented by a single-crystal plasticity model. Such a

numerical test sample can be used to simulate the
macroscopic behavior under a wide variety of loading
conditions, guiding the development of a macro-
scopic phenomenological model. In preparation for
this approach, detailed orientation imaging micro-
scope (OIM) scans have been made at regular
depths through a carefully prepared tantalum speci-
men, mapping out the orientation of individual
grains (Fig. 4). From this detailed database a 3-D
numerical model can be generated which accurately
represents the real microstructure of the material.
This numerical model can then be subjected to a
variety of loading conditions, and the effective
macroscopic behavior predicted. The yield surface
data that has been generated can be used as a vali-
dation check for both theoretical and numerical
homogenization methodologies.

Future Work

This project has produced an experimental capa-
bility that provides multiaxial data, which can be
used to develop and validate advanced constitutive
models. We have also established a solid framework
from which to pursue numerical developments of
anisotropic plasticity. From this foundation, further
developments will continue, focusing on the develop-
ment of improved material models for ASCI codes.
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Figure 3. Numerical simulation of a Taylor impact test of an
anisotropic tantalum circular cylinder exhibiting ovaling of the
impact footprint. For isotropic material properties, the cylinder
would expand axisymmetrically at the impacting end. The
calculation agrees with experimental results.

270 µm = 60 steps

Figure 4. Orientation Imaging Microscope scan of one plane of
a well-characterized tantalum polycrystal. The shading indi-
cates particular crystal orientation. Similar scans, at a
sampling resolution of 4.5 µm, have been made at 47 planes
through the sample. From these data a 3-D numerical model
can be constructed representing the microstructure.
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evelopment of Laser-Driven Photocathode Injector
and Femtosecond-Scale Laser Electron
Synchronization for Next Generation Light Sources

Center for Computational Engineering

Introduction

Short pulse x-rays enable time-resolved charac-
terization of shock dynamics, and examination of
materials under extremes of pressure and tempera-
ture. Examples include equation-of-state charac-
terization on high-density materials, crystal disor-
ganization and re-growth in shocked and heated
materials, and measurement of short time scale
phase transition phenomena. Single shot evalua-
tion, requiring high peak flux, is important for
complex experiments such as probing of laser-
shocked actinides. 

Our photoinjector project enables the develop-
ment of a high brightness, femtosecond-scale,
tunable, hard x-ray probe for time-resolved material
measurements. 

The x-ray pulse intensity will be five orders of
magnitude higher than previous demonstration
experiments, extending the range of applicability
beyond repetitive solid-state applications. Success
of this project will place LLNL at the forefront of
ultrafast x-ray dynamics and establish a world class
electron beam dynamics research program.

The key goals of the photoinjector include devel-
opment of a photoinjector integrated with the LLNL
RF linac, and implementation of techniques to
synchronize the photoinjector with an RF linac and
the high power FALCON laser system. New tech-
niques have been proposed to meet the synchroniza-
tion requirements of the system in its final configu-
ration.1 Characterization of the beam parameters
and optimization of the laser-electron interaction
will be accomplished using new diagnostic tech-
niques developed at LLNL.2,3
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A high brightness photoinjector has been developed at Lawrence Livermore National Laboratory
(LLNL). This injector, combined with the 100-TW FALCON laser, and the existing LLNL 100-MeV
S-Band RF linac will enable development of a high brightness, femtosecond-scale, tunable, hard x-ray
probe for time-resolved material measurements. A low emittance electron beam synchronized with
femtosecond accuracy to an intense laser will revolutionize x-ray dynamics studies of materials. This
project will lead development of ultrafast x-ray dynamics research on problems important in physics,
chemistry, biology, and materials science. Precise diagnostics for measurement of relativistic electron
beams have also been developed.
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Defense Sciences Engineering Division
Electronics Engineering
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Physics and Space Technology

Todd R. Ditmire
Laser Science and Technology
Laser Programs
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Progress

Despite the highly ambitious goals and sched-
ule, all milestones have so far been met or
exceeded. A summary of first year accomplish-
ments follows: (1) high-power RF system commis-
sioned with 18 MW delivered to the photoinjector
lab; (2) photoinjector cavity designed, cold tested,
brazed, and installed with all specifications met or
exceeded; (3) LLNL innovations, including HIP
copper, diamond-turned cathode, and improved
vacuum; (4) photoinjector test beamline designed
and implemented, complete with optics and diag-
nostics; (5) UV laser system nearing completion;
and (6) RF linac synchronized with the FALCON
laser system.

Future Work

The first goals for FY-00 include synchronization
of the photoinjector and FALCON laser, and contin-
uing detailed characterization of the photoinjector
beam. The low energy (4 to 5 MeV) electron beam
and the FALCON laser will be used in the early part
of FY-00 for Thomson scattering using the photoin-
jector independent of the RF linac. Photoinjector
integration with the linac will follow these initial
experiments. Additional experiments relating
directly to high gradient accelerator science and
technology, as well as advanced diagnostics will be
performed with time permitting, and should lead to
important publications.

The final product of this proposal enables an
operational short pulse x-ray test-bed.
Development of the photoinjector and integration
with the linac also leads to a world class electron
beam research program. The project will evolve
into an ongoing program on shocked materials. 
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Segment-to-Segment Sliding Interface 
Algorithm for DYNA3D

Center for Computational Engineering

Introduction

There are several sliding interface options avail-
able in the explicit finite-element code DYNA3D.1

They are designed to address different contact/impact
scenarios and are based on the detection of interfer-
ence between a node and a segment. A segment in
sliding interface terms usually means a shell/plate
element or a facet of a volume element. Even for the
contact options with both sides of the sliding inter-
face defined by segment lists, DYNA3D internally
sorts out the nodes associated with one segment list
and checks against the other segment list. The node-
to-segment approach hinges on the detection of the
interference between a node trajectory within a
certain period of time, usually a time step, and a
given segment. The trajectory of a node within a inte-
gration time step can be properly represented by its
velocity vector. This method has been the backbone
of the DYNA3D sliding interfaces and has performed
very well over time, but it fails to detect the interfer-
ence for certain cases. 

One of these cases is the so-called edge-to-edge
contact that is depicted in Fig. 1 in an extreme way.
The arrow in the figure indicates the motion of one
shell element; the other is stationary. The two shell
elements clearly interpenetrated each other, but will
not be detected because the trajectories of the
nodes associated with one element never interfere
with the other element.

Experienced finite-element analysts have used
modeling techniques to overcome this shortcoming
in simulating edge-to-edge contact. One of the meth-
ods used is to add rigid shell elements perpendicu-
lar to the shell structure edges to aid the contact

detection. However, modeling techniques of this
nature require knowing the penetrating entities a
priori and often lead to falsely identified interference. 

For analyses involving unpredictable structural
damage, such as the damage assessment of bomb-
blasted buildings or the integrity assessment of
underground structures, these modeling techniques
appear impractical since the disintegration of
structures is unknown to the analyst until the event
takes place.

The failure of the nodes-to-segments sliding inter-
face algorithms can be attributed to the loss of sight
of segment connectivity on the side that is repre-
sented by a simple list of nodes. To remedy this
problem, a segment-to-segment algorithm, which
considers the nodal connectivity of both interfering
entities, is a logical alternative. Because of the
complicated mathematical representation for a poly-
gon in 3-D space, a definitive identification of
segment interference can be costly. To make meth-
ods of this class feasible in a production finite-
element code like DYNA3D, robust and effective
procedures in checking the interference must be
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This report describes an interface algorithm focusing on the detection of interference among
segments, instead of the traditional approach of nodes against segments. It is designed to treat the
edge-to-edge contact between structures, but versatile enough to handle general contact/impact
problems. This algorithm can be implemented to complement the existing sliding interface algorithms
in DYNA3D or as a stand-alone sliding interface option.

Jerry I. Lin
Defense Technologies Engineering Division
Mechanical Engineering

Figure 1. Segment edge-to-edge contact.
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made available. A proposed detection algorithm that
does not require solving nonlinear equations is
outlined in the following section. With the help of the
existing sorting2 and preliminary screening3 tech-
niques, this segment-to-segment detection method
represents a robust and complementary alternative
to the node-to-segment approaches. Once the inter-
ference between a pair of segments is identified, it
can be resolved by applying the separation forces to
either the segment or the individual nodes. 

Progress

The Segment-to-Segment Detection
Procedure

Because of the significant cost associated with
the contact detection calculation, all sliding inter-
face algorithms, including node-to-segment and
segment-to-segment, prefer to deal with as few
interfering candidates as possible. Two preliminary
screening techniques, namely the bucket sort2 and
the pinball search,3 are frequently used in reducing
the candidate list. Both of these methods are imple-
mented in the existing DYNA3D sliding interface
options and over the years have proven to be highly
effective. They will again be used in the proposed
detection scheme to sort out the possible interfering
pairs. The segment-to-segment detection procedure
is described in its execution sequence as follows:

1. The Bucket Sort. An imaginary rectangular
parallelepiped large enough to cover the entire
contact domain is imposed on the sliding inter-
face. This box is then broken into contiguous
cubes, originally called cells3 but more
commonly referred to as buckets. The size of
these buckets is determined by the code. All
relevant segments are sorted into these buck-
ets according to the locations of their
centroids. When detecting the interference for
a specific segment, only segments located in
the same or adjacent buckets will be checked
against it in the subsequent steps.

2. The Pinball Search. A sphere, hence the name
pinball, is assigned to each segment on the
sliding interface. The pinball is centered at the
centroid of the segment and is large enough to
enclose its associated segment. A preliminary
screening of identifying overlapping pinballs is
conducted next. Only pairs of segments with
overlapping pinballs will be further examined
in the subsequent steps.

3. The Segment Interference Check. Segments A
and B in Fig. 2, defined by nodes 1-2-3-4 and
5-6-7-8 respectively, represent a generic pair
being checked for possible interference. nA
and nB are their unit normal vectors, and xA
and xB are the locations of their centroids.
(Bold face characters denote vector quantities
in the rest of our discussion.) Side 5-6 of
segment B is first checked against segment A.
Let us denote the plane passing through xA
and having nA as its unit normal vector plane
A. The following parametric equation of p
represents the point at which the ray 5-6
intersects plane A.

[x5+p(x6–x5)–xA] • nA=0 (1)

Solving for p yields 

(2)

If 0≤p≤1, which means nodes 5 and 6 are on
opposite sides of plane A, the intersection
point P can be expressed as

xp=x5+p(x6–x5) (3)

Otherwise side 5-6 of segment B does not
intersect segment A, and no further action is
needed for side 5-6. For the case 0≤p≤1, we
must determine whether xP falls within
segment A. If

(xP–x3)•[(x2–x3)×nA]≥0, (4)

xP is on the same side of line 2-3 as the
segment centroid xA. If the inequality (Eq. 4)
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Figure 2. A pair of segments under interference check.
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holds true, the same check must be applied to
the remaining three sides of segment A. If any of
the four sides of segment A do not satisfy Eq. 4,
side 5-6 of segment B does not intersect
segment A, and we should proceed to check the
remaining sides of segment B. Only if xP is on
the same side as segment centroid xA for all
four sides of segment A, can the interference be
declared. Once interference with segment A is
identified for any one side of segment B, the
unchecked side(s) of segment B can be skipped. 

4. The Centroid Position Check. One scenario of
interference, as shown in Fig. 3, can still go
undetected by the procedures outlined in step
3. In this case, the two segments under
consideration are perfectly parallel and the
subsequent motion does not change this situa-
tion. Even when the two segments pass
through each other, the sides of a segment do
not intersect its counterpart. However this
situation can be quickly identified by

(xB–xA)•nA≤0, (5)

which indicates xB, the centroid of segment B,
has dipped under segment A.

Interference Resolution

After the interference between two segments is
detected, a set of forces must be applied to resolve
the interference. These forces can be decided either
by examining the relative position and motion
between individual nodes and the opposing segment
or by examining the relative position and motion of
two segment centroids. 

The former is essentially going back to a localized
node-to-segment approach. It allows forces of differ-
ent magnitudes and directions to be imposed on
individual nodes according to their respective posi-
tion and motion. Its shortcomings are higher cost,

increased possibility of erroneous nodal motion, and
the need for double-path processing to maintain
possible symmetry. 

The latter approach treats the segments as
collective entities and calculates the separation
forces as functions of relative position and motion.
Nodes are not examined individually, and forces are
applied uniformly to the nodes of a segment. This
approach may not be adequate for cases requiring
accurate node repositioning. However it will be more
cost-effective, stable, and inherently maintains
possible symmetry. 

Future Work

It is very difficult, if not impossible, to design a
sliding interface algorithm that covers all contact
conditions. The proposed detection scheme comple-
ments the existing sliding interface options in
DYNA3D and makes analyzing problems with arbi-
trary structure disintegration feasible. This new
algorithm does not incur great expense since no
iterations or solving systems of equations is
required. There should be little doubt that extreme
scenarios can be drawn up to foil the algorithm, but
it should be able to simulate most of the contact
situations in our application. 

Further studies and experiments are needed for
the separation force calculation. This is especially
true if a node-to-segment approach is to be adopted
and individual node trajectories do not intersect the
opposing segment. Past research in this area3

should provide a good guideline for future work. 
The implementation of this algorithm into

DYNA3D is to be carried out in the next fiscal year,
and the new feature should be ready by the latter
half of 2000.
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Introduction

Last year we extended our prototype version of
the TIGER code to model realistic accelerator kicker
structures being built for the Experimental Test
Accelerator (ETA-II) at Lawrence Livermore National
Laboratory (LLNL). We also added high-order wake
field capabilities for the kicker structures and
explored time-domain thin-wire algorithms.

This year we began by modeling a septum to
better understand the wake fields caused by having
the high-current electron beam pass by this struc-
ture. The modeling of the septum, shown in Fig. 1,
presented many new challenges. Although the
septum has many similarities with kicker structures,
there are also significant physics differences. 

This is the last year we will build on the prototype
version of TIGER. The prototype version allowed us
to test many of our object-oriented abstractions in
TIGER while solving some near-term problems of
interest to LLNL’s accelerator programs. It is our
intent to move the prototype version’s capabilities
into a more production level code. The work
involved in building a production level, time-domain,
full-wave physics electromagnetics code for struc-
tured/unstructured, serial/parallel situations
involves two main efforts. 

The first effort is the management of the
complexity and the bookkeeping involved in hybrid

meshes, massively parallel environments, and multi-
ple algorithms with disparate overheads. The second
effort is the research into the generalization of algo-
rithms so they work in hybrid situations. Both of
these efforts are non-trivial. It is our hope that the
object-oriented framework that we have been build-
ing will insulate the programmer from the complexi-
ties of hybridization involved in the first task. At the
same time, we hope the platform provides a
programming environment that facilitates quick test-
ing and implementation of the new physics that must
be developed for the hybridizations/generalizations
of the second task. 

The object-oriented framework is several months
behind schedule, but is proceeding rapidly. A first
beta version of a series of three libraries, which
represent the core of TIGER’s object-oriented book-
keeping abstractions, is intended to be finished in
early 2000. Earlier versions of TIGER have, to vary-
ing degrees, tested major portions of the abstrac-
tions. The latest version ties everything together. 

Progress

This year’s efforts were directed at TIGER usabil-
ity enhancements and the modeling of a septum
structure. Specifically, we built a simple Graphical
User Interface (GUI) and mesh generator, developed
and implemented a general field sensor capability
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for unstructured finite volume meshes, developed
and implemented a current sourcing procedure for
unstructured grids, and ran several septum applica-
tions requiring these features. 

These usability enhancements were required to
help transition TIGER’s research technologies into a
more production level environment. The develop-
ment of sourcing and sensing capabilities for
unstructured meshes, described in this report, were
unresolved research topics that needed to be
addressed to increase TIGER’s overall applicability.

Meshing and GUI

The GUI we built is at present very limited, but
does allow us to query the mesh about detailed
topological questions. The mesh generator is
simplistic and was built solely to circumvent difficul-
ties encountered using the I-DEAS mesh generation
package. Our mesh generator builds an all-hexahedral
mapped mesh. 

Although the mesh generator is very crude and
not user friendly, it allows us to build septum
geometries in a few hours to a few days depending
on the complexity of the geometry. We were still not
quite finished building the septum shown in Fig. 1
after spending roughly two months of effort using
the I-DEAS software package. The knife edge seam
where the waveguide section splits into two rectan-
gular pipes, as well as the curved depression areas
in the waveguide, caused considerable difficulties in
I-DEAS. Figure 2 shows part of the outer surface
mesh of the septum built with our mesh generator
and displayed using the GUI. 

3-D Vector Field Interpolation

The finite-difference time-domain (FDTD) algo-
rithm is a simple but elegant algorithm  for modeling
Maxwell’s equations. The algorithm has matured
since its inception at LLNL in 1966. FDTD is a very
powerful computational method and is still by far the
most popular method used today. FDTD does have a
severe limitation in that the modeled geometry must
be built out of rectangularly shaped brick elements.

Finite-volume time-domain (FVTD) techniques
such as the discrete surface integral (DSI)1 method
remove this limitation by allowing the mesh to
conform to the geometry. However, FVTD techniques
are much newer, more complex, more research-
oriented, and are less mature, with only dozens of
papers published to date as compared to thousands
for FDTD. 

One open research area for FVTD techniques is
the implementation of sources and sensors when the
mesh is non-orthogonal. In a FDTD method, the
mesh is always orthogonal and so each of the vector
field components is de-coupled from the others. 

This allows one to interpolate/extrapolate various
field components independently.

In a finite-element method (FEM), basis functions
are used which uniquely determine the fields at any
point within the element. In a FVTD method
however, the vector field components are coupled
when the mesh is non-orthogonal, and in general, no
basis function has been assumed to determine fields
at an arbitrary point. 

When modeling accelerator components it is often
desirable to compute wake potentials by integrating
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fields over an arbitrary cylindrical surface that does
not conform to the mesh. 

Usually this surface is determined by the physics,
and cannot conform to the mesh. Since the edges in
the unstructured mesh do not conform to the cylin-
drical surface, and in general are not aligned with
the coordinate axes, the fields must be interpolated
to the required points. Linear interpolation was used
on the vector fields in three dimensions. The vector
interpolation function for point (x, y, z) is

F(x, y, z) = Fx(x,y,z)x + Fy(x,y,z)y + Fz(x,y,z)z

with

Fx(x,y,z) = C1 + C2x’ + C3y’ + C4z’ +
C5x’y’ + C6x’z’ + C7y’z’ + C8x’y’z’ (1)

Fy(x,y,z) = C9 + C10x’ + C11y’ + C12z’ +
C13x’y’ + C14x’z’ + C15y’z’ + C16x’y’z’ (2)

Fz(x,y,z) = C17 + C18x’ + C19y’ + C20z’ +
C21x’y’ + C22x’z’ + C23y’z’ + C24x’y’z’ (3)

and x’ = x - x0, y’ = y - y0, z’ = z - z0 for a reference
point (x0, y0, z0). To determine the constants Cj a set
of 24 edges is chosen in the vicinity of (x0, y0, z0)
and the dot products of F(x,y,z) with the edge direc-
tions are matched to the edge fields from the DSI
solution. If dix, diy and diz are the direction cosines
of edge i, and Ei is the edge field at (xi, yi, zi), the

set of 24 equations is

Ei = F(xi, yi, zi)•dI = (4)

for i = 1,…24. This set of equations is solved for the
coefficients Cj to determine the interpolation func-
tion. If  are the elements of the inverse of the matrix
of coefficients of the Cj in Eq. 4, then

for i = 1, 24. 
In evaluating the wake potentials we interpolated

the fields to points with spacing on the order of the
mesh cell dimensions and approximated the integrals
as sums of pulses. In this case, each interpolation
function and corresponding set of edges is used for
only one evaluation point. By choosing the reference
point at the evaluation point x’, y’ and z’ become zero,
and the interpolation function simplifies to
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Figure 2. Mesh devel-
oped for the septum
model.
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Thus only 3 × 24 coefficients must be stored for
each point for use with the Ej from each time step.

The choice of edges for fitting the interpolation
function was found to require care, since a bad
choice could result in a singular or ill-conditioned
matrix. For each interpolation point all edges within
a radius of several times the maximum cell dimen-
sion were selected. These were separated into edges
predominately in the x, y, and z directions and
sorted by distance from the interpolation point. Then
for each vector direction the nearest edges were
chosen, to obtain eight edges surrounding the point
in the x, y, and z directions. When an edge in a given
octant of space about the point could not be found,
the next nearest edge in another octant was used,
but this sometimes resulted in an ill-conditioned
matrix. This process worked smoothly once the divi-
sion between x-, y-, and z-directed edges had been
optimized for the meshes being used, although
fancier logic could make the process more robust.

Non-Orthogonal Current Source Modeling

The 3-D vector interpolation works for sensing
the fields at arbitrary points in a non-orthogonal
mesh. The scheme works perfectly, neglecting finite
precision errors, for fields that have a linear varia-
tion. One must be more careful when dealing with
sources. A rigid electron beam with known trajec-
tory can be modeled as a current source in a FVTD
scheme. However, the current source must be intro-
duced so that it is charge conserving and causal.

Using FDTD or FVTD on orthogonal grids for
current sources moving along straight grid edges is
trivial. The implementation of current sources on
orthogonal grids is still straightforward even if the
current sources change direction, as long as the
above mentioned constraints are enforced and the
current sources remain tied to grid edges. The left
side of Fig. 3 depicts typical DC fields left behind if
one models current jumping from one edge to
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another instantaneously without changing direction
on a continuous path. The right side of Fig. 3
depicts the correct way of modeling sources in a
FDTD method. The current path is continuous
around the stair-steps and causality is enforced by
appropriate edge-to-edge delays in the incident
current. The large DC field left behind when conti-
nuity or causality are not enforced correctly can
often produce late time instabilities in a FDTD or
FVTD method.

Now consider how to model a current source that
was traveling just a few degrees tilted with respect
to one of the grid axes so that it cannot conform to
the grid edges. One could model the current source
as a superposition of current sources along
surrounding grid edges, weighted based on the local
source position. This approach causes the beam
cross-section to increase significantly. 

One could model the current source as in the
right side of Fig. 3 where the current source trajec-
tory is a series of edges that are the closest fit to the
true path. This approach works well unless high-
frequency phase information is critical. One could
surrender and use a full-blown Particle In Cell (PIC)
approach at the expense of dramatically increasing
memory and CPU overheads. Or lastly, one could
modify the mesh to conform to the source trajectory.
In general, this will force the mesh surrounding the
sourced edge to be non-orthogonal where the field
components are coupled. This latter approach is the
one we have taken. The modification of the DSI algo-
rithm to introduce a current source through the cells
is outlined below.

Consider updating a current edge as shown in
Fig. 4. Using the DSI method for the unstructured
mesh, the change in the electric flux density at the

corner of faces a, bi, ci, is

where for each face a, bi, ci we define

and a, bi, ci are vector area normals for the faces
depicted in Fig. 4. Assuming we are one or more
cells away from any exterior boundaries, the full
electric flux density is the summation of the partial
electric flux densities traversing the corners of face
a for the upper and lower cells. The total electric
flux density can then be written as 

where wi is a weighting term.
The electric field dotted along a given edge can then

be easily written using the above equation. However,
correction terms must also be added to every electric
field update that uses face a in its update stencil. In
simple terms, every should be replaced with .
The electric field for a given edge including all poten-
tial current sources can be written

(5)

where Ibi, and Ici are current sources through faces
bi and ci respectively. In general, there will be eight
correction terms for each sourced edge on a hexahe-
dral grid.

The first term on the right hand side of Eq. 5 can
be thought of as the orthogonal portion while the
remaining terms on the right hand side can be
thought of as correction terms due to the non-
orthogonal mesh. These non-orthogonal corrections
are required to preserve current continuity. Non-
physical DC fields and instabilities can arise when
these correction terms are missing. In a fully
Cartesian mesh Eq. 5 reduces to the usual update
equation including current. 

Equation 5 leaves no DC fields behind. It is note-
worthy to mention that even if the correction terms
are very small, say ~10-4 of the orthogonal contribu-
tion, their contribution can dramatically affect the
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overall solution. Even changing the contributions in
the sixth or seventh decimal place can have a signifi-
cant impact on the overall solution accumulated
over time. Research into why these terms are overly
sensitive to numerical precision is ongoing. 

Septum Modeling

Figure 5 shows the outer surface of the septum
built for the ETA-II accelerator. Figures 1 and 2
show the actual septum we modeled. The purpose
was to get a better understanding of the wake fields
caused by such a structure. A high-current electron
beam is “kicked” upstream. The beam comes into
the septum waveguide structure displaced +/- ~3 cm
off the center axis of the septum. The beam has a tilt
of roughly 0.86° entering the waveguide section. 

In computing and processing the wake fields we
started with the septum model and later looked at
simpler situations such as a “T” junction in the pipe.
The septum presented a number of new problems
that made the wakefield processing more difficult
than in previous cases such as the kicker. With the
kicker, or any straight pipe that does not have
protrusions into the pipe volume, the beam source
can be replaced by equivalent source fields along the
pipe walls. The equivalent source fields exist only
over cavities or apertures in the pipe walls, so
errors due to launching the wave from the problem-
space boundary are avoided, and the source does
not accumulate dispersion error over the length of
the pipe. Early modeling of wake fields with TSAR
did not use equivalent sources, but the solution for
the field of the beam in a clean pipe was subtracted
from the solution for the pipe with cavity or kicker.

While errors were introduced in launching the
source field and through dispersion, the subtraction
was very effective in canceling these errors. Neither
an equivalent source nor subtraction could be used
with the septum, since there is no straight pipe path
through the structure. Hence we had to work with
the raw fields from the solution for the septum model.

Since the septum was modeled with the DSI algo-
rithm, a continuous string of edges could be chosen
to follow the beam path. The source was introduced
as a Gaussian pulse of current traveling at the veloc-
ity of light, v = c, along the source edges. Fields were
set up over the boundary where the pulse entered the
problem space as if the pulse had come from infinity.
The fields set up on the entry surface and also the
absorbing boundary introduce errors into the solu-
tion, but these errors are confined to near the bound-
aries and were excluded in computing wake fields.

As each model was run, the electric and
magnetic fields were saved for all edges and all
time steps. Then in post-processing the fields were
selected along the beam path or on a cylinder about
the path. The fields on the cylinder were evaluated
for 32 azimuthal angles about the beam using
linear vector interpolation. Wake potentials were
computed from the fields using the standard definitions

The wake potentials were then Fourier-trans-
formed to obtain coupling impedances. When the
wake potentials had significant ringing at the end of
the solution record they were extrapolated using
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Figure 5. Outer surface of the ETA-II septum.
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decaying exponentials obtained with the Generalized
Pencil of Functions method.2

Before computing the wake potentials we exam-
ined the longitudinal Er(r, z, t) fields and transverse
field on 3-D plots versus z
and t. A typical plot is shown in Fig. 6 for a simple “T”
pipe junction. The wake potential W(s) is the integral
of the field along a line t = (z+s)/v, where s = 0 corre-
sponds to the beam line shown in white in Fig. 6.
Plots such as Fig. 6 show the sources of the wake
fields and can also reveal errors that would go unno-
ticed in the final wake potential. A number of prob-
lems were corrected in this way before getting the
final wake potential results. The large fields near the
ends of the beam line are errors due to launching and
absorbing the pulse and were excluded from the fields
used in the wake potential evaluation. The crease
following the beam line is due to inherent solution and
processing errors. It can be removed when a solution
for a clean pipe can be subtracted. Otherwise it must
be considered as a source of error in the wake poten-
tial, since it has low amplitude but long duration.

A plot of the field Ez along a line in the z, t space
of Fig. 6 is shown in Fig. 7 for the m = 0 mode of
the septum. The dotted line is the field Ez(0,z,z/v)
normalized to fit on the plot, and the solid line is the
integral of this field. Thus the final value of the solid
line represents the wake potential Wz(0). This plot
shows the scattered field due to the split in the
septum where the waveguide contracts in height and
expands in width before splitting. The field, and
hence the kick imparted to the particle, has both

E r z t vH r z tr( , , ) ( , , )− φ

positive and negative components that partially
cancel in the integral. 

The wake field in the input pipe has a small value,
but makes a significant contribution to the integral
due to its long duration. This field may be partly due
to inherent errors in the solution and processing and
partly due to the real effect of the beam traveling on
a tilted path with respect to the pipe axis. One
method considered to reduce the processing errors
was to start the beam parallel to the axis and then
bend it to the correct path. The field at a point where
the beam is parallel to the axis can then be used to
remove some solution and processing errors over
the rest of the beam path. While not as effective as
subtracting a full clean-pipe solution, this method
reduces the errors somewhat. The standard evalua-
tion of wake potential, with integration to infinity,
would require that the beam start and end parallel
to the pipe axis, but that raises questions of how to
treat the fields produced where the beam changes
directions without a self-consistent PIC solution. In
our modeling we considered only a tilted beam trun-
cated about 0.6 m before and after the split in the
septum. While the result obtained will depend on the
truncation distances, our modeling showed the wake
potential of the septum to be much smaller than that
of the kicker, and on the order of that for the “T”
junction discussed below. Experimental results
appear to verify this assessment.

To get a better understanding of the wake fields
in a structure having some of the properties of the
septum we modeled several structures such as the
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“T” junction shown in Fig. 8. The notch in the beam
pipe in Fig. 8 is a result of the side pipe having
straight edges on its end. We also modeled smooth
pipe junctions. The “T” junction is similar to the
DHART septum, but with the branch normal to the
beam pipe rather than tilted. Since this model had a
straight pipe, the clean-pipe solution could be
subtracted to reduce errors. The longitudinal wake
impedance for the “T” is shown in Fig. 9 for m =0, 1
and 2, and transverse impedances for m = 1 and 2
are shown in Fig. 10. It should be noted that m indi-
cates the azimuthal variation of the wake imped-
ance, but an m = 0 source is always assumed here.

The coupling impedances for the “T” pipe were
compared with approximations based on scattering
by a small hole in a pipe published by Gluckstern.3

Gluckstern derived the m = 0 longitudinal imped-
ance due to a m = 0 source and the m = 1 trans-
verse impedance due to a m = 1 source. Since we
considered only m = 0 sources here, we followed
Gluckstern’s small-hole analysis to get the longitudi-
nal impedance approximations for m = 0, 1 and 2:

and transverse impedance approximations

for pipe radius a, hole radius b and test particle at r.
Gluckstern ’s analysis assumes a hole small
compared to the pipe diameter and wavelength and
a thin pipe wall. For an infinitely thick pipe wall,
corresponding to our case, he suggests a correction
factor of 56% of the above values. For Figs. 9 and 10,
the hole in the beam pipe had width 8 cm and
length 10 cm, so we used = 0.05 m,
while a = 0.0667 m. With the 56% correction these
approximations yield 2.16 Ω, 0.64 Ω and 0.097 Ω for
longitudinal impedance at 1 GHz for m = 0, 1 and 2,
respectively, and 3.09 Ω and 0.93 Ω for transverse
impedance for m = 1 and 2. Considering the large
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diameter side pipe in our model violates some of
Gluckstern’s assumptions, these values are in
reasonable agreement with the results in Figs. 9
and 10, with the largest error occurring for m = 0
longitudinal. It appears that the wake fields of this
“T” structure are on the order of those of the septum.

We also modeled a “T” junction where the hole in
the beam pipe was a slot 2 cm wide by 20 cm long.
The longitudinal m = 0 impedance at 1 GHz was 0.8 Ω,
in agreement with Gluckstern’s assertion that slots
have lower impedance than circular holes of similar
area. A “T” model with a smooth beam pipe junction
showed a somewhat smaller wake potential than the
model of Fig. 8. We also ran 2-D cases involving a
pipe with a step in, step out, cavity or collimator. We
compared the results to analytic solutions and
performed symmetry checks (a dual “T”) and
convergence checks to gain confidence. 

In summary, we can obtain accurate wake fields
for situations where we can subtract a solution for a
clean pipe, or any reference solution for zero wake

potential. If wake fields are very small (10–4 to 10–5

down from the source fields) then numerical errors
can become a dominant error source. When the
beam is tilted in the pipe, modified definitions for
wake potentials must be developed before more
meaningful results can be obtained.

Future Work

We plan on incorporating the new physics and
usability enhancements developed here into a more
production level code. All of these enhancements,
along with the developments of previous efforts are
vital as we transition TIGER’s technologies out of a
research environment and into a user environment. 

As always, there are many things on our wish list
to incorporate into this new code. However, at the
top of the list, is the need to more accurately model
highly distorted non-orthogonal cells near bound-
aries. Currently, when we have distorted cells next
to metal surfaces we can have a small charge
buildup. This charge buildup can lead to errors and
instabilities. We have seen this charge buildup near
the knife edge seam of the septum, especially when
the cells are highly distorted.

References

1. N. K. Madsen and R. W. Ziolkowski (1988),
“Numerical solution of Maxwell’s equations in the
time domain using irregular nonorthogonal grids,”
Wave Motion, Vol. 10, pp. 583–596.

2. T. K. Sarkar and O. Pereria (1995), “Using the matrix
pencil method to estimate the parameters of a sum of
complex exponentials,” IEEE Antennas and
Propagation Magazine, Vol. 37, No. 1, February. 

3. R. L. Gluckstern (1992), “Coupling impedance of a
single hole in a thick-wall beam pipe,” Phys. Rev. A,
Vol. 46, No. 2, July 15.

FY 99 4-61

Im
 (

z t) 
(Ω

)
T6 r = .01

m = 1

m = 2

m = 1,2

1.00.40 0.2 0.6 0.8
Frequency (GHz)

3.5

3.0

2.5

2.0

1.5

1.0

0.5

Im (z
t
)

Figure 10. Transverse wake impedance for a “T” junction in a
beam pipe, showing the m = 1 and 2 response to a m = 0
beam excitation.





nhanced Fluid Dynamics Capability and
Multidisciplinary Coupling in ALE3D

Center for Computational Engineering

Introduction

The need for robust multidisciplinary modeling
tools is increasing. ALE3D provides many of the
physics options required, but not all. The area in
which the deficiency is the greatest is in the treat-
ment of low Mach number flows where a compress-
ible flow model with explicit time integration is
inefficient. The objective of this project at
Lawrence Livermore National Laboratory (LLNL) is
to provide an improved modeling capability for the
low Mach number area by incorporating an incom-
pressible flow module in ALE3D. With this capabil-
ity, many programmatic problems of immediate and
future concern can be solved. Examples include
modeling of vehicle aerodynamics and underhood
thermal transport for reducing energy consump-
tion, modeling near-field biological or chemical
dispersion for counterproliferation and missile
defense projects, modeling of arterial hemody-
namics for medical applications, microfluidics
modeling, and thermal convection in storage facili-
ties for the defense programs.

Additional improvements in ALE3D algorithms
allow the code to better support modeling needs in
microfluidics and medical fields. LLNL’s Medical
Technology Program has identified a need for
detailed modeling of arterial flow as a means of
understanding the mechanisms that control the
formation of aneurysms. The use of arterial inserts,

or stents, to affect arterial structure or evolution is
now becoming common. The interaction of these
artificial structures on flow dynamics is not well
understood and is currently not adequately charac-
terized in the design process. 

The term hemodynamics has been used to
describe this general technical area. Such model-
ing is best performed with the incompressible
model and will require close coupling to the
dynamics of the arterial response. Models to
describe the viscous flow properties of blood as
well as the arterial response will have to be devel-
oped. The existing explicit, compressible algo-
rithms in ALE3D are being used to address model-
ing issues and determine the applicability of the
modeling approach while the incompressible capa-
bility is under development.

The microfluidics work, particularly with respect
to the representation of fluid properties, has
considerable synergism with modeling activities in
the arterial flow arena. An initial ALE3D calculation
of a piezoelectric crystal-driven fluid indicated
potential utility for LLNL’s Acoustically-Driven
Microfluidic System Project.1 The initial microfluidic
investigations were also performed with the explicit,
compressible algorithms in ALE3D.

Much of the computational fluid dynamics (CFD)
parallelization and the numerical solution methods
are new in this work, as well as the multi-physics
coupling of the thermal/fluid models and
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An incompressible flow model has been successfully implemented in the multi-physics code
ALE3D. This model will provide a simulation capability for low Mach number flows where compress-
ibility effects can be neglected. We have also completed several code enhancements to the
compressible flow model as part of our investigation of applications in hemodynamics, microfluidics,
and aerodynamics.
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structural/fluid models. (The flow, diffusion, and
structural phenomena have different stability and
accuracy criteria which direct the numerical solu-
tion approach, grid resolution, and time step.) The
ALE3D code is at the forefront of multi-physics
modeling and its capabilities and demonstrated
applications in massively parallel computing are
unmatched by currently available commercial and
non-commercial software. The addition of an incom-
pressible flow model coupled to its structural, heat
transfer, and chemistry models pushes us into previ-
ously unattainable areas of computational modeling.

Progress

Incompressible Flow Model

An Eulerian formulation of the time-dependent
incompressible Navier-Stokes equations is solved
using a finite-element approach. The finite-element
method (FEM) used is similar to that developed by
Gresho et al.2 Unlike their original investigations our
algorithms allow for the use of unstructured meshes
with one-point integration, hour-glass stabilization,
and balancing tensor diffusivity (BTD) for explicit
time integration. 

Using Galerkin FEM, the discretized continuity
and momentum equations can be written in matrix
form as

CTu=0 (1)

(2)

where u is the nodal velocity vector, p is the pressure
vector, M is the mass matrix, K is the diffusivity, N(u)
is the advection operator, C is the gradient operator,
and F is the user supplied natural boundary condition.

    
Mu̇ K N u Cp F+ + ( )( ) + =u

In the current implementation, a lumped mass
matrix is used and the coefficient matrices are
generated using one-point Gaussian quadrature. The
Q1P0 element formulation is used, which provides
trilinear velocity support with piecewise constant
pressure in three dimensions. The equation solution
method was chosen for compatibility with the solver
finite element interface3 developed by Sandia
National Laboratories (SNL) in collaboration with
LLNL. The continuity and momentum equations are
solved together for the velocity difference and pres-
sure with an explicit forward Euler time integration

(3)

where

f=F-(K+N(u)), and (4)

(5)

where n is the time step level.
An additive correction (diffusivity) to the diffusion

matrix balances the negative diffusion induced by
the explicit Euler time integration (that is, BTD,
Gresho et al.2). Also an hour-glass correction is
added to the one-point quadrature diffusion matrix
to damp any zero energy modes that may be present
because of the reduced integration scheme
(Goudreau and Hallquist4 and Gresho et al.2). To
reduce the computational effort in the evaluation of
the advection term, we use a “centroid advection
velocity” simplification as was done by Gresho et al.2

For turbulent flow modeling a large-eddy simula-
tion (LES) capability is available. In an LES of turbu-
lent flows, the large-scale motion is calculated
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explicitly (that is, resolved) and the small-scale
motion is modeled (that is, approximated with semi-
empirical relations). For more details on the model
see McCallen et al.5

Figures 1 and 2 are example simulations for a
shear-driven flow and a lid-driven cavity, respec-
tively. The shear driven flow was one case used for
model verification.

Compressible Flow Model

Several compressible flow model enhancements
were completed for application to flow around a
circular cylinder, a hemodynamics application of
pulsating flow in an artery with a stent, shock
impact on a droplet, and two microfluidics applica-
tions of supersonic flow in a micro-nozzle and
acoustically driven micro-channel flow.

Verification: Flow around a Circular Cylinder.
The simulation of laminar flow around a circular
cylinder at Reynolds number, Re, of 1200 and Mach
number, Ma, of 0.3 is shown in Fig. 3. (The
Reynolds number is a measure of inertial forces to
viscous forces: Re = UD/υ, where U is the freestream
velocity, D is the cylinder diameter and υ is the fluid
kinematic viscosity.) The calculated drag coefficient,
CD, and Strouhal number, St, for our 2-D and 3-D
calculations agree with those of Cox et al.6 (The
drag coefficient, CD, is a dimensionless drag force
defined as the drag force/(dynamic pressure x
projected area). The Strouhal number is defined as
the oscillation frequency over the mean speed and is
a measure of the vortex shedding frequency.) In 2-D,
the calculated CD = 1.6 and St = 0.23. In 3-D, CD = 1.4
and St = 0.20.

Hemodynamics: Pulsating Flow through an
Arterial Stent. Modeling the effects of a stent in an
artery requires the coupling of a pulsing blood flow
and the response of the artery wall. Figure 4 is an
example calculation of pulsating flow through an
arterial stent. In this first attempt, the stent is
modeled with a simple material change. The region
of the artery with the stent is a stiff material
compared to the more flexible artery wall region.

Microfluidics: Supersonic Flow in a Micro-Nozzle
and Acoustically-Driven Micro-Chamber Flow.
ALE3D’s capability as a microfluidics analysis tool was
evaluated by application to two sample problems. The
first case is a supersonic micro-nozzle flow that was
developed and investigated by Massachusetts Institute
of Technology for use by the spacecraft industry to drive
low-thrust propulsion systems.7 Figure 5 shows the
calculated Mach number distribution for Re = 2805. The
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challenge for this nozzle simulation is to capture the
reduction in mass flow due to viscous effects at the wall
(that is, flow blockage due to a substantial boundary
layer or velocity gradient at the nozzle wall).

The second case is an acoustic micro-chamber.
The modeled chamber is being developed by A. Wang
at LLNL in the Center for Microtechnology. Figure 6
shows the modeled geometry. The acoustic energy
collects the macromolecules in the system.
Important issues are the coupling of the driving
mechanism to the chamber and the delivery and
distribution of the acoustic energy.

Source Characterization: Shock Impact on a
Droplet. Source characterization of the explosion
and dispersion of biological or chemical substances
is important to LLNL’s counterproliferation and
missile defense projects. One phenomenon of impor-
tance is the shock impact on a droplet and subse-
quent fluid breakup. Figure 7 shows calculated
droplet deformation due to shock impact.

Future Work

The first priority for the coming year is to complete
a verification and validation study of the incompress-
ible flow model. It is also important to investigate the
code performance for parallel computing to verify that
expected speed-ups are achieved.

Coupling of the incompressible flow model to the
diffusion model in the ALE3D code is necessary for
simulating thermal-advection problems as with appli-
cations involving the heating of an air filled room by
machinery or other heat sources. For thermal-
advection modeling, the addition of a buoyancy term
to the flow model is required. 

Capturing the expansion and contraction of an
artery wall due to the pulsing blood flow will
require the coupling of the incompressible flow and
structural modules in the code. Plans are to use
simple grid re-mapping techniques for the
fluid/structure interface.
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Center for Nondestructive Characterization

The Center for Nondestructive Characterization
(CNDC) envisions significantly advancing research
and development of nondestructive characterization
science to enable successful Lawrence Livermore
National Laboratory (LLNL) and Department of
Energy (DOE) programs, and to be a national
science and technology resource. 

The CNDC near-term strategic mission objectives
will advance core competencies and technologies in
two areas: 1) quantitative NDC and 2) fast 3-D
nanoscale imaging. 

Quantitative NDC includes quantitative multidi-
mensional nondestructive measurements to deter-
mine physical properties such as geometry, density,
elemental and molecular composition; thermal,
structural, and mechanical properties; stress state;
and radioactive assay, in three dimensions and as a
function of time.

Fast nanoscale imaging provides many programs
with quantitative multidimensional (>3-D) imaging
down to nanometer-scale lengths.

Our long-term strategic mission objectives include
extension of near-term missions, plus embedded-in-
design, multi-spectral imaging, and miniaturization for
portability. The embedded-in-design objective will
unite currently diverse and non-coupled technologies
such as design, modeling, materials properties with
characterization, testing, process monitoring and
control, reverse engineering, and refurbishment and
reuse into a global package to impact the engineering
process. Multi-spectral imaging will expand the spec-
tral range of CNDC imaging technologies and increase
the synergism between different methodologies. The
portability objective is to reduce current and new
CNDC systems to the size of a small suitcase.

The CNDC FY-99 mission objectives are advanc-
ing core competencies and technologies, including
the following programs:

Weapon system performance—this includes 3-D
measurements over a large extent with high
spatial resolution and advanced diagnostics.
Examples include the Advanced Radiography
Campaign and materials properties;

Science-based stockpile stewardship—specifically,
durability and life prediction; 

Extraordinary laser systems—this includes advanced
diagnostics, for example, for fusion targets and
automated in situ optics damage inspection;

Nonproliferation, arms control, and international
security—related to reducing the threat from
weapons of mass destruction. 

CNDC supports a multidisciplinary team, consist-
ing of mechanical and electronics engineers, physi-
cists, materials and computer scientists, chemists,
technicians, and radiographers, from LLNL, acade-
mia, and industry, within the U.S. and abroad. This
collaboration brings together disciplines to provide
the key scientific and technological advancements
required to address LLNL programmatic and indus-
trial nondestructive characterization challenges. 

CNDC provides materials characterization, aid in
process design and development, and encompasses
process monitoring and control sensors and the moni-
toring of in-service damage. CNDC is also being
applied at the end of a part’s life for proper reuse or
safe and proper disposal. Therefore, CNDC is becom-
ing a front-line and end-of-line technology that
strongly impacts issues of certification, life prediction,
life extension, reuse, and disposal. 

This year CNDC collaborated with Defense and
Nuclear Technologies, Enhanced Surveillance
Program, Nonproliferation, Arms Control and
International Security, Lasers, the Microtechnology
Center and Johns Hopkins University. Such collabora-
tions enable CNDC to stay at the leading edge of
CNDC technology, research, and development.

The primary contributions of the CNDC this year
are described in the nine reports that follow:
1) The Optically Parallel Ultrasound Sensor
(OPUS); 2) Speckle Reduction for LIDAR Using
Optical Phase Conjugation; 3) Evaluation of an
Amorphous-Silicon Array for Industrial X-Ray
Imaging; 4) High-Frequency Laser-Based
Ultrasound for NDC Applications; 5) New
Developments in RECON; 6) Component Gap
Detection by Infrared Imaging; 7) Quantitative
Tomography Simulations and Reconstruction
Algorithms; 8) Ultra-Wideband Phased Array; and
9) Photonic Velocimetry System Optimization.
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he Optically Parallel Ultrasound Sensor (OPUS)
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Introduction

Nondestructive Characterization (NDC) is
important for evaluating materials and processes
without causing damage. At Lawrence Livermore
National Laboratory (LLNL) we have a variety of
means of doing nondestructive inspections. The
main imaging technologies involve either x rays or
ultrasound. X-ray imaging is very useful, but
sometimes a subject is either difficult to pene-
trate, has low x-ray contrast, or might be damaged
by radiation. Ultrasonic inspection is sometimes
used in these situations. Ultrasound has different
penetration and contrast characteristics than
x rays, as well as eliminating the subject’s expo-
sure to ionizing radiation. 

Among the ultrasound modalities in use at LLNL
is transmission ultrasound imaging. This modality
is best suited to imaging subjects that are lossy
(such as ceramics). In this modality the subject is
placed in an ultrasound medium bath, insonified by
an acoustic source, and the resultant output
acoustic field is mechanically scanned with an
ultrasound sensor (see Fig. 1). This imaging
modality, although useful, is very time-consuming
(taking approximately 20 min to collect the data
from small objects).

Transmission ultrasound imaging yields the
phase and amplitude of the acoustic field transmit-
ted by the object of interest. These data are the
information needed to perform volumetric imaging
of the object of interest. Unfortunately, many views
of the object are required before the volume can be
reconstructed, and the time required to collect the
necessary views means that this imaging modality
is so expensive that only the most important
objects can be imaged in this manner.

In an effort to speed the acquisition of transmis-
sion ultrasound data (and make feasible the
routine use of volumetric ultrasound imaging), we
have developed the Optically Parallel Ultrasound
Sensor (OPUS). This sensor uses the phenomenon
of frustrated total internal reflection (FTIR)1 to
make the acoustic field modulate an optical beam.
The OPUS allows the acquisition of an entire plane
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In FY-99 we extended the FY-98 proof-of-principle work on the Optically Parallel Ultrasound
Sensor (OPUS) and produced working acoustic field sensors. We used these sensors to acquire trans-
mission ultrasound data over a planar region. These sensors will be useful in transmission ultra-
sound imaging as well as ultrasonic tomography.
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Figure 1. Transmission ultrasound imaging, currently
performed using a mechanically scanned point or line sensor.
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of acoustic field data at once. The OPUS has the
potential to reduce the time of data acquisition by
up to four orders of magnitude (see Fig. 2).

In FY-98 we carried out proof-of-principle
research into making an OPUS. Funding was granted
in FY-99 to design and fabricate the system.

The OPUS exploits FTIR: when light is incident
at angle θ1 on the interface between a slow
medium (refractive index n1) and a fast one (index
n2), light is refracted at an angle θ2 in accordance
with Snell’s law2, n1 sinθ1 = n2sinθ2 (Fig. 3a).
When (n1sinθ1)/n2≥1, total internal reflection (TIR)
occurs (Fig. 3b).

In TIR, 100% of the light that hits the interface is
reflected. There is, however, a small evanescent
wave that exists outside the high index medium. This
evanescent wave falls off exponentially with distance
and is almost nonexistent one wavelength beyond
the interface. If another piece of high index medium
intercepts this evanescent wave (Fig. 3c), the light
is transmitted across the gap, and the TIR is frus-
trated (because it is no longer 100% total). The
amount of light that is transmitted (and conse-
quently the amount reflected) is very sensitively
dependent on the size of the gap. By changing the
gap, we can modulate the reflection of light off the
TIR interface.

The heart of the OPUS is a thin silicon nitride
membrane mated to an optical TIR interface by short
gold walls. The membrane and walls maintain an air
gap between an acoustic medium (water) and the
optical interface (see Fig. 4). When there is no ultra-
sound, the membrane is still and light that hits the

interface is partially reflected and partially transmit-
ted. When exposed to ultrasound, the membrane
vibrates, changing the air gap and modulating the
reflected light. The gold walls divide the membrane
into small acoustic pixels (60 mm on a side) that are
staggered to minimize cross-talk.

Given a continuous light source we could use a
photodiode to monitor the modulation of the
reflected beam, but we’d need a photodiode per
acoustic pixel and multiplexed electronics. An alter-
native is to use a strobed light source and a digital
camera to take a sequence of images that allow us
to extract the phase and amplitude of the vibration
of the entire set of acoustic pixels. Just as a strobe
light can be used to watch the vibration of a drum
head, we’re using a strobed source to watch the
relative phases and amplitudes of tens of thousands
of tiny drum heads, all at once. Given a sequence of
images (ten over the course of the acoustic cycle
(see Fig. 5)) and calibration data, we can extract
the phase and amplitude of the vibration, and thus
extract the pressure phase and amplitude.

The system we built to acquire these images
consists of the sensor (mounted to the side of a
water tank), an acoustic source, a synchronized
optical source, and a digital camera (see Fig. 6).
The main timing signal for both the acoustic and
optical sources comes from the oscillator. The
oscillator output is split among an amplifier, an
oscilloscope, and the optical pulse generator. The
output from the amplifier is fed to a power meter
and then to the acoustic source transducer. The
output from the pulse generator is fed to both the
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Figure 2. Illustration of the OPUS. Imaging is accelerated by
acquiring the data from an entire plane of the acoustic field
at once.
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n1 to region of index n2; (b) total internal reflection; (c) frus-
trated total internal reflection.
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membrane that stands over a TIR interface on short gold
walls. The gold walls form staggered acoustic pixels.
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Figure 5. Sequence of images taken at ten different phases of
the acoustic cycle.
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LED and the oscilloscope. The light from the LED is
homogenized, polarized, and collimated. It impinges
on the sensor where it is modulated and then picked
up by the digital camera. The digital camera data is
acquired by the computer.

In a typical data acquisition session, both a
calibration set (without the subject) and a data set
(with the subject) are acquired. To acquire data
the operator sets the oscillator frequency (nomi-
nally 1 MHz) and the amplifier gain, reads the
power meter, sets the data set name into the com-
puter, sets the phase on the pulse generator, and
has the computer acquire an image. To take the
next image in the sequence the user adjusts the
pulse generator to put the optical pulse at the cor-
rect acoustic phase, changes the data file name on
the computer, and has the computer acquire an
image. This happens a minimum of ten times per
image sequence. We are pursuing the automation
of this process.

Progress

Working from the proof-of-principle system and
data collected in FY-98 we constructed the OPUS
data acquisition system shown in Fig. 6 and used
the facilities and personnel of the microfabrication
group to build several sensors. Over the course of
the year we experimented with the sensors,
collecting data and making refinements to the
sensor designs (both microstructure and
macrostructure). We discovered that the
membranes must be very carefully cleaned prior
to sensor assembly, as any contamination larger
than 0.2 µm was large enough to cause the mem-
brane to deform around it, concentrating stress,
and eventually breaking the membrane under the
hydrostatic load of being immersed into the oper-
ating fluid. 

We also found that the nonplanarity of the sili-
con wafers on which the membranes are grown
can accentuate the membrane fragility. We have
discovered ways to mitigate these effects. Another
aspect of our work this year was the start of
automating the acquisition of data. Eventually this
will require the purchasing of a computer-
controlled signal generator, amplifier, power
meter, and pulse generator. We began the modifi-
cations to the computer program that acquires the
data to minimize the human interactions during
sequence acquisition.

The sensor we have been working with most
recently has a 0.7 cm2 sensing region. The image
in Fig. 7 is the result of using this sensor to look
at the acoustic fields transmitted through a candle
placed 2.5 cm in front of the sensor. Two
sequences of data were taken, one without the
candle in the acoustic path (Fig. 7a) and one with
the candle (Fig. 7b). Each pixel of both sequences
of data was examined to extract the amplitude of
the sinusoidal variation in brightness through the
sequence. The ratio of these amplitudes to their
respective backgrounds gives an indication of the
relative pressure at every pixel. Dark pixels occur
when there is a lower relative pressure; bright
pixels occur where the relative pressure is higher.
The acoustic wavelength at which the data that
went into this image was acquired is 1.75 mm. We
expect the two images to differ in the following
ways: Fig. 7a should show no structure, while
Fig. 7b should show similar structure in every
horizontal row (the candle was suspended verti-
cally in front of the sensor, so we expect to see
relatively constant vertical columns in the data).
Of course, there are reasons to expect nonunifor-
mity as well: nonuniformity of the source and
nonuniformity of the candle (the presence of a
wick) being among these.
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Future Work

There has been great progress on this project in
the last year, but there remain a number of chal-
lenges to make this device useful: the sensor aper-
ture must be expanded to several times the current
size, the sensor must be made more sensitive, time
for data acquisition must be reduced, and the data
acquisition must be automated. 

We are currently looking at ways of expanding the
aperture, including making mosaics of the current
membranes and working with membranes set up
like paned windows. To make the membranes more
sensitive we are examining new membrane materi-
als. To reduce the data acquisition time, we are
examining the possibility of changing our light
source and using a nonlinear optical temporal
novelty filter3 to increase our signal to noise level to
the point that we can use video-rate cameras. The
automation of the data acquisition is perhaps the
simplest problem to solve, requiring only the
purchase of the computer-controlled hardware and
the time to program it.

Another aspect of this work is the use of the
pressure phase and amplitude information to do
acoustic tomography. This is the great promise of
the technology: that hitherto infeasible acoustic
inspections will become commonplace. At this point
much work needs to be done on the algorithms to
do these reconstructions.

FTIR has been harnessed to allow acoustic pres-
sure to modulate optical beams. These beams are
acquired one plane at a time. Optically-strobed
sequences of images acquired in this manner allow
the extraction of relative pressure phase and
amplitude. This technology promises to revolution-
ize transmission acoustic imaging, allowing near
real-time imaging of 2-D projections, and fast data
acquisition for volumetric image processing.
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Figure 7. Relative acoustic pressure data extracted from two sequences of data images: (a) without a candle and (b) with a candle.
Note that image (b) has bright vertical columns while image (a) does not.



peckle Reduction for LIDAR 
Using Optical Phase Conjugation
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Introduction

Remote detection systems can be used to monitor
dangerous chemical spills as well as environmental
conditions around the world. It is imperative that
these detection systems work reliably and accurately
while being as distant from the source as possible. It
would be advantageous if, in addition, the remote
detection systems were compact and consumed little
power so that they could be carried in smaller vehi-
cles, planes, or spacecraft. LIDAR (light detection
and ranging) is well suited for these applications. A
LIDAR system is one in which a laser beam is trans-
mitted out towards an area to be probed. The return
scatter from the aerosol itself or the topographic
background is detected and measured.

LIDAR systems can measure chemical effluents
accurately by using a detection technique known as
differential absorption LIDAR (DIAL). In the DIAL
technique two or more laser pulses of different
frequencies are transmitted sequentially towards a
target area. The differences in return signal power
for each of these frequencies are measured. Since it
is assumed that the returned power would be identi-
cal for all frequencies in the absence of absorption,
this differencing technique can determine the rela-
tive absorption at the transmitted frequencies. 

In practical, field operational systems, the
simplistic view given above is complicated by noise
sources, such as speckle. Speckle, as shown in Fig. 1a,
results from the light scattering off a diffuse surface.

The light returning to any one point in the detector
aperture will originate from multiple points on the
diffuse surface. Each of these individual light rays
will add constructively or destructively with its own
phase. The random phases of each light ray will
result in a random, but deterministic, light irradi-
ance at each point in the detector aperture. If
viewed with a camera, this pattern will appear as
bright and dark spots (Fig. 1b). 

The exact number of bright and dark spots in the
detector aperture is a random number, although the
mean value and variance can be calculated for a
given situation. Thus, the total irradiance measured
by the detector is random, resulting in an unknown
deviation from the expected signal return. The
atmosphere will complicate even this picture by
adding turbulence that can change the speckle
return over time, usually over a few milliseconds
time period. 

In current field operating systems, the noise
contribution by speckle and atmospheric turbulence
can be reduced significantly, but at a cost. The mean
and the variance of the signal are deterministic, and
thus can be reduced by averaging. Averaging can
improve the S/N by an amount proportional to the
square root of the number of pulses averaged. Since
each pulse must wait at least long enough for the
speckle field to change, the time between pulses will
be on the order of milliseconds. In order to get
adequate results, averaging times of seconds or
minutes may be necessary. The maximum averaging
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We are developing a novel method for increasing the accuracy and expediency of remote detection
LIDAR (light detection and ranging) systems. Laboratory and numerical studies have shown that it is
possible to increase the signal-to-noise (S/N) ratio for LIDAR systems under certain conditions using
optical phase conjugation. This increase in S/N results in more accurate detection of chemical efflu-
ents while simultaneously reducing the time necessary to acquire this information. Research has
shown that it is possible to expand this work into the near- and mid-infrared regime, two regimes that
are commonly used for remote detection by LIDAR. Bulk phase conjugate systems as well as liquid
and solid waveguides have been studied for their viability in this application.

Mark W. Bowers
Defense Systems Engineering Division
Electronics Engineering
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time is also limited by slow system drifts and will
limit the accuracy of the resultant measurements to
something well below that which is necessary to
complete the desired mission.

Optical phase conjugation is a nonlinear opti-
cal method of removing the phase differences of
the diffuse rays of light described above. By
removing the phase differences the light can be
made to add constructively over the entire detec-
tor aperture, thus removing the presence of a
speckle pattern and the associated noise. For
optical phase conjugation to completely compen-
sate for the speckle noise, all of the light over 2π
steradians must be collected and conjugated. This
is not possible for LIDAR systems due to the large
distances between the LIDAR source and the
topographic background.

Previously it was generally accepted that
capturing only a portion of the scattered light
would reduce or completely null out the effects of

optical phase conjugation. This belief was based
on the premise that microscopic scattering domi-
nates the phase-front of the optical beam propaga-
tion. Unpublished numerical studies have shown
that the macroscopic scattering properties of a
surface can be just as important in the wavefront
evolution. Microscopic and macroscopic here refer
to feature sizes smaller than or larger than the
diffraction limited optical spot sizes, respectively.
This project is intended to show that it is possible,
under most normal LIDAR operating conditions, to
use optical phase conjugation to mitigate the
effects of speckle.

Progress

Stimulated Brillouin Scattering (SBS) was chosen
as the nonlinear process to achieve the optical
phase conjugation for a variety of reasons. The
properties of SBS have been studied extensively,
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resulting in a wide information base on which to
build. Two notable works are by Bruesselbach et al.1

for atmospheric turbulence compensation and
Delaye et al.2 where SBS is used for optical phase
conjugation of a diffuse optical field. Other advan-
tages of SBS include conjugator response times
faster than that of atmospheric turbulence, high
gains (single stage gains of >80 dB have been
demonstrated3) that can overcome the losses in
propagating over large distances. Another important
fact about SBS is that it has been widely used with
the LIDAR laser systems, thus making retrofitting
existing LIDAR systems simpler and less costly.

The main goal in this first year of the project was
to demonstrate the technical feasibility of using
optical phase conjugation to reduce the undesirable
effects of speckle. The first step toward this goal
was to perform a numerical study to show what
regimes, both in fieldable systems and in laboratory
experiments, would benefit from this new technol-
ogy. The optical fields were modeled using the
analytical software package “MatLab” in a manner
consistent with current LIDAR simulation
programs. Representative results from this numeri-
cal study are shown in Fig. 2 for a field LIDAR
system. The 10-km distance to the topographic
background and the 1-m-aperture detector resulted
in a loss of 70 dB in the return signal information
and power, not normally a regime in which optical
phase conjugation is considered practical. From
this numerical study it was determined that the
quality of the phase conjugation process is directly
dependent upon the number of speckle bright spots,
called speckle cells, in the detection aperture.

A laboratory experiment was planned that would
closely approximate an outdoor field LIDAR system.
A numerical study was performed using MatLab to
ensure that the detection aperture would have

adequate phase conjugation quality, determined
mainly by the number of speckle cells in the collec-
tion aperture. Usually more than 20 will suffice. The
number of speckle cells is a controllable parameter
determined only by the characteristics of the LIDAR
itself, not by the properties of the target used. 

The experiment was planned using a Nd:YAG
laser system and a CS2-filled cell as the nonlinear
SBS material. The results of this initial experiment,
Figs. 3a and 3b, showed that the SBS process
significantly improved the quality of the scattered
light. The single pulse S/N improvement for this
system was 100:1 and the multiple pulse S/N
improvement with averaging was 9.3:1. The SBS
gain was 10 dB, lower than estimated above due to
the bulk focusing optics used, but adequate for the
laboratory testing used here. Although good, the
results were less than expected from the numerical
studies performed earlier. The problem was found to
be in the geometry of the SBS phase conjugator. 

Although the geometry is the one most commonly
used for SBS phase conjugation, it was not appropri-
ate for fields with a large number of speckle cells.
The geometry prevented light rays that were enter-
ing at extreme angles from participating in the
phase conjugation process. Thus, some of the infor-
mation was lost and incomplete phase conjugation
resulted. We were able to reproduce this effect
numerically, as shown in Figs. 3c and 3d. 

Waveguides, which can capture the light rays
that enter at extreme angles, were the solution to
this problem. The waveguides are cylindrical pipes
or fibers that are filled with an SBS active material.
Liquid and solid filled waveguides were tested. The
liquid filled waveguides did have good phase conju-
gation properties. These waveguides, however,
suffered from heat buildup near the entrance that
created bubbles after several minutes of operation.
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(a) (b) Figure 2. Numerical
simulations of a
LIDAR return signal
with speckle noise
(a) and after correc-
tion using optical
phase conjugation
(b). Results are for a
10-km range and a
1-m aperture. The
single bright spot in
(b) is the desired
signal for a LIDAR
receiver. The peak
intensities have been
normalized.
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The bubbles would be drawn into the waveguide,
stopping the SBS process. This problem can be
corrected by flowing the liquid continuously
through the waveguide, removing bubbles when-
ever they form.

The solid waveguides are essentially optical
fibers that are specially shaped to enhance the SBS
process. These waveguides have similar phase
conjugation properties to those of the liquid filled
counterparts, but do not suffer from the bubble
formation. For the incorporation of the waveguide
SBS generators into a LIDAR system it is essential
that they reach SBS threshold well below the power
levels available. Since the power available is approx-
imately 600 µJ for the oscillator/generator, the
threshold should be below 100 µJ to achieve
adequate conjugate intensity. Low thresholds for
SBS initiation, as low as 70 µJ, were demonstrated
as part of this project thus far. This is an enhance-
ment over the original bulk CS2 cells that had a
threshold of more than 2 mJ. 

The maximum power permissible in the fibers
tested is limited to twice the threshold value, too low
to yield sufficient energy for the speckle correction

testing. New fibers that have an improved geometry
for SBS enhancement have been ordered. The
threshold for these new fibers has been calculated
to be better than 10 µJ with a maximum of power of
several millijoules.

A collaborative effort, funded through this
project, was undertaken with the nonlinear optics
group at the University of Rochester, to search for
appropriate materials for the SBS process in wave-
length regions of interest to most commercial DIAL
systems. The most desirable wavelength region is
that from 2 to 4 µm. A table of more than 100 suit-
able materials was found and narrowed down to the
best candidates. From this list it was evident that
commercially available infrared (IR) fibers would be
suitable candidates due to their availability in a
waveguide form. IR sapphire fibers can be commer-
cially manufactured to our desired geometry while
maintaining a high damage threshold. Tests were
performed at the University of Rochester on the SBS
process in sapphire fibers to determine the optimum
geometry. More tests are needed on these fibers to
determine if they can work with the short pulses
delivered by the LIDAR system.
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Figure 3. Experimental
results for our labora-
tory prototype system,
showing speckle noise
(a) for a LIDAR return
signal, and signifi-
cantly better signal
quality (b) after the
incorporation of the
optical phase conjuga-
tion. Images (c) and
(d) are the numerical
simulations of (a) and
(b), respectively. In
image (d) the effect of
losing the extreme rays
is taken into account.
The peak intensities in
(b) and (d) have been
attenuated by 30 dB
for display purposes.
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Summary

Although previously thought impractical, numeri-
cal and experimental evidence in this project suggest
that optical phase conjugation can significantly
improve the S/N for LIDAR systems. Numerical simu-
lations show that ideal phase conjugation can lead to
improvements in the S/N for real world LIDAR appli-
cations. The laboratory experiments have also
demonstrated large improvements in the S/N,
although less than ideal due to extreme optical rays.
This data is supported with numerical simulations
attenuating the extreme rays.   New fiber designs and
materials are being studied that will significantly
improve the properties of the system.

Future Work

In the second year of this project the useful energy
range of the SBS fiber phase conjugators will need to
be expanded. Fibers are on order that should have
the energy range and wavelength range desired for
the laboratory experiments. The initial testing of
these fibers will be done with the Nd:YAG laser. 

Finally, a field demonstration of a DIAL that
will be retrofitted with the SBS optical phase
conjugation system is planned. We plan to do
minimal alterations to the existing LIDAR
system, thus choosing the correct SBS material
for the phase conjugator is paramount. This
particular LIDAR has 5-ns optical pulses at a
wavelength of 1.5 µm. The material chosen must
have a phonon decay time of <5 ns and be trans-
parent at that optical wavelength. The phonon
decay time of sapphire is currently unknown and

will need to be measured using the laser system
in the LIDAR itself. If the sapphire fiber proves to
be too slow, a liquid with a fast phonon decay
time, such as freon-113 in a waveguide geometry,
may be used or the pulse length of the laser will
need to be lengthened.

The field demonstration will show the increase
in the S/N of a DIAL system in a real environment.
The first field demonstration will take place using
a specular target at a distance of 700 m. This test
will be used to work out the bugs in the system
and demonstrate the quality of the optical phase
conjugation as incorporated into the DIAL
system. The next test will use a diffuse target in
place of the specular target at the same range. An
increase in the S/N of just three in this test will
prove to be an order of magnitude reduction in the
averaging time needed for this DIAL to perform
its intended functions.
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valuation of an Amorphous-Silicon Array
for Industrial X-Ray Imaging
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Introduction

The results of the amorphous-selenium (a-Se)
work were reported by us last year1 and appear
elsewhere.2–26

The Flashscan 20, a large flat panel amorphous-
silicon (a-Si) x-ray imaging array made by dpiχ,
Incorporated, Palo Alto, California, was used in the
present digital radiography and computed tomogra-
phy (CT) application evaluations. The sensitive area
of the array is 195 mm × 244 mm (7.7 in. × 9.6 in.),
pixel dimensions are 127 µm × 127 µm (0.005 in. ×
0.005 in.) with 1536 data lines by 1920 gate lines,
resulting in 2.95 × 106 pixels.27 The array incorpo-
rates charge sensitive amplifiers and 12-bit A/D
converters, but the useful dynamic range is approxi-
mately 11 bits. 

The a-Si array converts light images into electrical
charge, pixel by pixel. The light images are produced
by x-ray interactions in a scintillating screen placed
in intimate contact with the a-Si array. The construc-
tion of the array (Fig. 1) consists of a thin film a-Si
over a large area glass substrate. Photodiodes (n-i-p)
made from the a-Si thin film layer convert light
energy into electrical energy, and thin film transistors
serve as pixel switches. The scintillating screen can
be selected to provide an optimal configuration for

image acquisition speed, contrast sensitivity, spatial
resolution, and source energy.

The a-Si flat panel arrays are suitable for radio-
graphic imaging applications because the photodi-
odes have good light sensitivity (for example, quan-
tum efficiency at the visible wavelengths is
approximately 70%), and low dark current. Fill
factors for the sensitive area can be made suffi-
ciently high (57% with the present panel), and
photocurrent decay times are sufficiently long to
allow readout without loss of signal. In the readout
operation, the gate lines are switched on sequen-
tially, and the charge stored in the associated row of
photodiodes is transferred to parallel data lines for
readout by a bank of amplifiers. The amplifiers read
the charge signals in parallel, and then output them
sequentially as analog voltage signals to A/D
converters. The digital image is typically corrected
for offset and gain variations, and interpolations are
performed for defective pixels. 

With this protocol the x-ray source can be oper-
ated in the continuous exposure mode for image
acquisition. In this mode the array is acquiring
data during the readout cycle. Readout time is
1.6 s. Exposure is added to this in 0.1- or 0.2-s
increments to provide up to 4.8 s exposure per
frame, as shown in Table 1.
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We are evaluating flat panel imagers, both amorphous silicon and amorphous selenium, for use
as imaging elements in digital radiography and computed tomography (CT) systems. Digital radiog-
raphy systems are being developed for applications where the digital image format and fast image
acquisition provide an advantage over film, and where image quality and dynamic range require-
ments can be satisfied. CT systems based on the flat panel technologies are being developed as a
means of improving the speed of image acquisition and image quality when the field of view is
greater than 5 or 6 in. on a side. Results of evaluations and applications of amorphous-silicon flat
panel imagers are reported here.

Kenneth W. Dolan, Clinton M. Logan, Jerry J. Haskins,
and R. Derrill Rikard
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Mechanical Engineering
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The disadvantage of this is that variations in
source intensity during the readout cycle will affect
the data. For this reason source stability checks must
be made before and after each image, using at least
two unattenuated beam (I0) regions in the image.

Progress

Calculated X-Ray Spectra

X-ray exposures were obtained with a conven-
tional x-ray tube with maximum operating potential
450 kV, beryllium tube window, and focal spot of
1.0 mm. Filtered and unfiltered source spectra for

this tube were calculated using Tubdet28. Results of
these calculations are shown in Figs. 2 through 4.
The calculated unfiltered spectra are shown in
Fig. 2 for x-ray tube operating potentials 120, 250
and 450 kV-peak (kVp). The characteristic Kα - and
Kβ -fluorescence lines from the tungsten anode are
apparent at 58.8 kV and 67.6 kV, but are clipped in
these figures to allow display of the continuum spec-
trum. Unfiltered spectra are commonly used at lower
operating potentials for radiography of thinner,
lower atomic number materials to obtain the highest
contrast sensitivity where latitude (that is, ability to
image a range of thicknesses in a test object) is not
an important consideration.  
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Figure 1. Schematic
of dpiχ a-Si array.
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Figure 2. Calculated x-ray source spectra, unfiltered, at operat-
ing potentials of 70, 120, 250 and 450 kVp.

Table 1. Integration time options for dpiχ array.

Switch setting Delay (s) Readout (s) Total

0 0.1 1.6 1.7
1 0.2 1.6 1.8
2 0.4 1.6 2
3 0.6 1.6 2.2
4 0.8 1.6 2.4
5 1 1.6 2.6
6 1.2 1.6 2.8
7 1.4 1.6 3
8 1.6 1.6 3.2
9 1.8 1.6 3.4

10 2 1.6 3.6
11 2.2 1.6 3.8
12 2.4 1.6 4
13 2.6 1.6 4.2
14 2.8 1.6 4.4
15 3 1.6 4.6
16 3.2 1.6 4.8
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The calculated output spectra as filtered by
0.076 mm (0.003 in.) tungsten at 120 kVp, 3.2 mm
(0.125 in.) copper at 250 kVp, and 6.5 mm (0.25 in.)
copper at 450 kVp are shown in Fig. 3. Filtered spec-
tra are commonly used at higher operating potentials
for radiography of thicker, higher atomic number, or
higher density materials to increase latitude and
reduce scatter. A comparison of the filtered and unfil-
tered spectra at 120 kVp is shown in Fig. 4 to indi-
cate the reduced intensity in the low energy portion
of the spectrum, and the reduced overall relative
intensity. A step intensity change in the spectrum
associated with the K-absorption edge of the tung-
sten filter at 69.5 kV is also apparent in Fig. 4.

Shielding

The a-Si array itself is not easily damaged by
radiation exposure,22 but electronic read-out
components adjacent to the array within the panel
enclosure are susceptible to radiation damage. The
threshold for damage of these components is not
known, and it was not the purpose of these tests to
determine the threshold and thereby disable the
panel. A short exposure x-ray image of the panel
was taken to determine the location of sensitive
components, and lead shielding was positioned to
protect these components. The damage threshold for
many electronic components is 1 krad of exposure,
so lead shielding was sized to reduce accumulated
exposures to below this level. This consisted of 6 to
12 mm of lead with the 450-kVp conventional x-ray
tube source, and up to 50 mm of lead for the 9-MV
linear accelerator. In addition, 150 mm of tungsten
collimation limited the x-ray beam to the area of the
panel for the 9-MV images. 

Geometric Unsharpness

Unsharpness in the radiographic image that
results from the geometric arrangement of x-ray
tube, test object, and imager is always a concern
when attempting to obtain best resolution.
Geometric unsharpness (U), is given by the relation-
ship U = F*T/D where F is the x-ray source focal
spot diameter, T is the object-to-imager plane
distance, and D is source-to-object distance. 

In the present case, the a-Si array is separated
from the front cover surface of the flat panel assem-
bly by no more than approximately 6 mm (0.25 in.).
This gives a U of 0.006 mm with the conventional
x-ray tube using 1.0 mm focal spot, source-to-object
distance 1 m, and object positioned directly against
the front surface of the panel. This is only a small
fraction of a pixel size, 0.127 mm, and is therefore
not a contributor to degraded resolution for thin or
small diameter objects. Geometric unsharpness that
would contribute to degraded resolution comes from
values of U that are a significant fraction of a pixel
size, such as more than one-half pixel dimension or
0.06 mm. This condition would occur for an object-
to-imager separation, or object cord length of more
than 50 mm, given 1.0 mm focal spot and 1 m
source-to-object distance. Acceptably small U for
larger diameter objects, or larger object-to-imager
separations, are obtained by increasing source-to-
object distance with considerations of reduced x-ray
intensity at the imager due to the larger source-to-
imager distance. 
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Modulation Transfer Function

The modulation transfer function (MTF) describes
contrast transmission as a function of feature size.
It is a function that is sensitive to all the elements of
an imaging system that contribute to image
unsharpness, and provides a practical measure of
the capability of an imaging system to distinguish
features of various sizes. One method for obtaining
an MTF is to determine the edge spread function.
This is done by obtaining the image of a totally
absorbing object that has a sharp edge, such as a
thin parallelopiped block, where the edge surface is
positioned parallel to the centerline of the x-ray
beam. In our case, a thin right parallelopiped tanta-
lum block was positioned against the front panel of
the a-Si imager on the centerline of the x-ray beam.
A line trace of the image intensity across the edge is
obtained, and then the differential of this trace is
determined (see Fig. 5). The differential trace can
be fit to a Gaussian or multiple Gaussian functions
to model the peaks and tails to eliminate noise vari-
ations. The MTF is then obtained as the normalized
magnitude of the Fourier transform of the differenti-
ated edge spread function (see Fig. 5), and has
units of spatial frequency, such as mm−1 or line
pair/mm (lp/mm). 

Calibrating the dpiχ Array

To use the output of the Flashscan 20 flat panel
array for quantitative digital radiography and CT we
have calibrated raw panel output to a scale that is
roughly linear with x-ray intensity. The procedure we
have developed differs somewhat from the approach
put forth by dpiχ, but is similar in concept. Both
procedures derive from the intrinsic properties of
the panel as it responds to radiation.   

The raw image from the Flashscan 20 flat panel
array contains many features characteristic of the
construction of the array, and the way in which the a-Si
responds to scintillation light. Figure 6 is an image of a
“dark-field,” the image of the panel with no x rays
impinging on the detector.  Unlike a CCD-based imager,

or an image intensifier, dpiχ has chosen a convention
such that pixels in the detector start at the maximum
value, somewhere between 3700 and 4000. Notice the
differences in digital values for the horizontal bands
across the image.

The Flashscan 20 array is put together in 128
pixel row elements, which are then combined to
make the full panel. There are small gain and
offset variations between the bands as observed in
Fig. 6 where the gray scale lookup table has been
set to emphasize these variations. There is a slight
banding in the other direction. In addition, there is
a small additive bias across the panel. While not
as visible in the reduced image in the figure
(resampling was required to get the image onto
the page), a number of bad pixels (pixels which
have a poor or unusual impulse response) are also
a part of the panel. 

Figure 7 is an image of the “light-field” of the
panel acquired at 9 MV at a source-to-imager
distance of 6 m. The acquired image appears darker
with increases in scintillation light. The features
related to the bands are present for increased inten-
sity, although the relative response of each band is a
bit different. One band may be close to saturation
(very dark), while an adjacent band is up to 500
counts lighter. Consequently, the dynamic range of
each bank is different.
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In evaluating individual pixels, it was clear that
the response is not linear over the number of
possible digital levels. The pixels respond to the
scintillation light by losing digital counts, and it is
this change which is the digital record of the x-ray
image. To evaluate the change in intensity per pixel
we have re-normalized the digital levels to be dark
field minus signal. Figure 8 plots the re-normal-
ized digital readout for 3 pixels in the same bank,
and Fig. 9 shows similar data for 4 pixels in a
different bank. 

Notice the small but significant nonlinearity in
the response of the pixels as the panel detects more
scintillation light. This effect gets more pronounced
for normalized counts greater than 3400. There is a
transition in the linearity of the scale for this array,
which takes place at about 2000 to 2200 normal-
ized counts (mid-field signal). Another transition
takes place at 3300 to 3400 normalized counts
(dark-field signal). Dpiχ does not recommend
attempting to calibrate using intensity values
greater than 3400. In addition the values in the
unnormalized light-field should not be lower than
500 for the lowest valued bank. 

To produce images that equilibrate the effects of
banding, account for the small bias, and correct for
the other effects in the raw panel images, dpiχ has
developed a “two-gain-factor” approach for the a-Si
array. First they acquire a light-field image with no
bank lower than 500 counts. Then they acquire a
mid-field image at somewhere between 2200 and
1200 (50 to 80% change in digital counts from the
light field). Finally they acquire a dark-field image.
From the three images they calculate two gain coef-
ficients (one from dark and mid, one from mid and
light). The gain coefficients are applied per pixel as
the raw pixel signal value falls into the dark-mid or
mid-light range. 

For compatibility with current medical inspection
practice, the method chosen by dpiχ results in digi-
tal images calibrated to look like film (low digital
values where there is high intensity, and high digital
values for low radiation intensity). Values at high
and low ends of the digital scale are clipped to
enable the best viewing of the object. For CT appli-
cations, we prefer the raw images be calibrated to a
scale that is the reverse of film (high digital values
where there is high intensity, and low digital values
where there is low intensity). An additional require-
ment for CT is that the digital values not be clipped
to some value at either the high or low end of the
digital scale. Consequently, we developed a calibra-
tion technique that uses the basic scheme of the
dpiχ approach, but by using the re-normalized data
puts the data on a positive scale.

For both approaches bad pixels are handled in
a similar fashion. Once a pixel is determined to be
bad it is replaced by the average or median value
of adjacent good pixels. The dpiχ software finds
bad pixels with the dark-field image, identifying
those locations that have values below a certain
level. We are just as concerned about pixels that
read too high, as about those that read too low.
Consequently, we use the mid-field image and
identify bad pixels as those that are different from
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Figure 7. The “light-field” image of the 8-×-10 Flashscan 20
array. The light outer boundary on the left side and at the
upper right of this image is collimator cutoff.
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a median of the neighborhood by certain value. We
use the median of the good adjacent pixels as the
best estimate of the bad pixel replacement values.
The use of the median value is part of our attempt
to do better at bank boundaries. We also routinely
acquire an I0 image that is the detected level of
the radiation without the part in the field of view,
and use this image to further process out small
offsets in the images. The I0 image is also impor-
tant for calculating attenuation radiographs, a
necessary step for subsequent CT pre-processing
and reconstruction. The processing protocol we
use is shown in Fig. 10.

Our calibration produces images in counts,
which are larger with higher  x-ray intensity, and
smaller with lower intensity. Figure 11 (by
permission of Ford Motor Company, Dearborn,
Michigan) is a calibrated image of a Ford proto-
type clutch retainer acquired at 4 MV with the
dpiχ panel. Figure 12 contains a CT slice from the
3-D CT volume using the calibrated data and
rotation-only scanning. The CT slice shows the
inner detail of a 150-µm slice of the laser weld
joint. A small cupping artifact is present in the
data, which is a result of beam hardening.
Otherwise, the data is an accurate representation
of the internals of this object. The artifact content
in CT reconstructed images grows with the propor-
tion of nonlinear effects in the input digital
imagery. These CT data and other scans attest to
the roughly linear character of the calibration
scheme we have developed.

Evaluation Process

Our evaluation process included a study  of scin-
tillation screens, plain glass, and bare metals to
determine their potential as image forming
elements, producing either visible light or secondary
electron emission. We determined the MTF by the
absorptive edge method at a number of different
x-ray energies, including both unfiltered and filtered
spectra at 120, 250, and 450 kV, and 4 and 9 MV.
Spatial resolution for the unfiltered spectra at 120,
250, and 450 kV was also determined using a
diverging line pair gauge. Contrast sensitivity and
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latitude were determined with step wedges of various
materials. Dark current, image reproducibility,
dynamic range, image acquisition speed, throughput,
potential for latent image formation, and corrective
measures for source instability were also addressed.

Results

A number of different materials—gadolinium-
oxysulfide (GdO2S2) particulate scintillator screens,
high-Z metal sheets, two scintillator glass plates,
and a scintillator glass fiber optic plate—were
configured with the Flashscan 20. The particulate
screens are commercial products composed of
GdO2S2 powders of different sizes, binder, dyes,
and coatings on a plastic substrate. The two scintil-
lating glass plates are commercial, terbium-doped
clear glass. One plate had no surface coating and
the other had a mirror coating on one side and an
anti-reflective coating on the other. The fiber optic
screen is made up of the same glass material drawn
into 6-µm fibers.

The screens, sheets, and plates were positioned
inside the light-tight enclosure of the a-Si imager in
direct contact with the imager elements, held in
contact by compressive force with a sponge rubber
mat. A mosaic array of these materials was config-
ured to obtain relative efficiencies for converting
x-ray exposure to image signal. A photograph of
the setup is shown in Fig. 13. Metal foils were also
placed directly against the a-Si diode array to
determine sensitivity to electron emission directly
from the foils when irradiated by a 9-MV
Bremsstrahlung spectrum.

A digital image of the test matrix and horizontal
lineouts is shown in Fig. 14. Because of wrap-
around problems and calibration constraints, no
quantitative assessment can be made of relative
speeds of the screens.
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The conversion mosaic array was tested first at
9 MV with the intention of taking the most promising
results and applying them at the lower energies, such
as 120 to 450 kV. Results of the conversion efficiency
measurements at 9 MV are given in Table 2. 

We do not observe the Flashscan 20 to be sensi-
tive to electrons emitted by the bare metal, but a
metal sheet in combination with scintillating screens
does have a small enhancement effect over the
screen alone, as expected. The scintillator glass
plates, mirror coated and uncoated, and glass fiber
plate scintillator are all more effective in producing
image signal than the particulate (Min-R) screen but
the resolution is not as good as the particulate

screen. From the plain glass results we can
conclude that there is no measurable effect from
Cerenkov light. 

Because the Flashscan 20 proved to be an effi-
cient x-ray imager with the slower but higher resolu-
tion GdO2S2 particulate screens, a mosaic array of
GdO2S2 screens only was tested at 120, 250, and
450 kVp, using both filtered and unfiltered x-ray
spectra. The screens in this array were Kodak Lanex-
Fine, Lanex-Regular, Lanex-Fast, and Min-R. We
later discovered, and our studies confirm, that
Lanex-Fast and Lanex-Regular are the same mater-
ial, and that Lanex-Fine and Min-R are the same
material with slightly different thickness and backing.
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Figure 15. Image of
screen array including
Min-R, Lanex-Fast,
Lanex-Regular, and
Lanex-Fine as
obtained with
Flashscan 20.
Diverging line pair
gauge is positioned to
image with Lanex-
Fine. Tantalum block is
positioned to image
with Lanex-Regular.

Table 2. Relative efficiency and spatial resolution of different combinations of materials used in the a-Si panel assembly for conversion
of x-ray exposure to image signal.

Sheet/Plate Relative Relative 
thickness sensitivity resolution

Screen/Material Supplier (mm) rank order* rank order*

Min-R screen only Kodak N/A 7 1

Min-R Screen + 0.508-in.
W sheet Kodak 0.50 5 2

Min-R screen + 0.508-mm
Pb sheet Kodak 0.50 5 2

Min-R screen + 0.254-mm
Pb sheet Kodak 0.25 4 2

LKH5 glass plate scintillator
( 2 mm thick) IQI 2.0 2 Negligible

LKH6 glass fiber scintillator
(12 µm dia. fiber,
1.6 mm thick) IQI 1.6 2 5

LKH5 glass plate scintillator,
mirror coated (2 mm thick) IQI 2.0 1 Negligible

Pb sheet only N/A 0.50 Negligible N/A

W sheet only N/A 0.50 Negligible N/A

Glass sheet only N/A 2.0 Negligible N/A

* Rank order no. 1 indicates best performance.
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A diverging line-pair gauge, tungsten block and tanta-
lum cylinder were imaged with the array of screens as
shown in Fig. 15 (tantalum cylinder not shown).  

A digital image of a line pair gauge taken at 120
kVp is shown in Fig. 16a. Lineouts at 2, 3, and 4
lp/mm are shown in Fig. 16b. Note that aliasing
begins between 3 and 4 lp/mm which is consistent
with the pixel pitch and the MTF data presented below.

Images of the tantalum pieces were used to
determine the MTF by the edge-spread method. The
tungsten pieces provide total absorption, or near
total absorption, at all x-ray spectra at operating
tube voltages 120 kV to 450 kV. The MTFs for the
four screens at 120, 250 and 450 kVp, respectively,
are shown in Figs. 17, 18, and 19. Note that the
Lanex-Fine and Min-R curves are very similar as are
the Lanex-Regular and Lanex-Fast.

The MTF results for unfiltered and filtered spec-
tra are shown in Figs. 20 and 21, respectively.
The MTF for the unfiltered spectra show essen-
tially no energy dependence, and provide useful
modulation, for example, greater than 5%, up to
3.5 lp/mm. This indicates that the limiting factor
in resolution for these tests is the pixel size of the
a-Si array (4 lp/mm). The MTF for the filtered 250
and 450 kV spectra are nearly the same, while the
MTF for the filtered 120 kV spectrum is consider-
ably lower. 

An important measure for practical use of the
a Si imager is the maximum exposure that can be
applied to the imager without saturating the elec-
tronic storage capacity of the array. The useful
range of the imager in our case corresponded to a
pixel value of 3400 with no exposure (for example,
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Figure 16. Digital
image of (a) line pair
gauge and (b) line-
outs at 2, 3, and
4 lp/mm.
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(2048). The exposure required to produce the
light-field image in terms of x-ray machine
settings and source-to-imager distance in units of
milliampere-seconds/square meter (mA-s/m2) is
shown in Fig. 22 for unfiltered source spectra. 

The exposure requirements to produce the light-
field image in terms of accumulated exposure at
the imager is shown in Fig. 23 for unfiltered
source spectra.

Applications

The dpiχ a-Si flat panel imager provides a qual-
ity large area digital image for a variety of applica-
tions. We have used the present 8-in.-×-10-in. flat
panel imager, and additional 12-in.-×-16-in.
imagers for programmatic test objects, automotive
components, castings, and structural components. 

A 76-mm-diameter steel bridge pin was inspected
at 9 MV, using both digital radiography and CT.29

Known defects were detected and measured. A digital
radiograph of a bridge pin is shown in Fig. 24 along
with two horizontal slices. Vertical slices are shown
in Fig. 25. A digital radiograph and a CT slice of a
prototype clutch retainer are shown in Fig. 26.
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Figure 24. Digital
radiograph (left) and
CT slices (right) of a
bridge pin with a-Si
flat panel imager at
9 MV.

dark-field image as previously described in the
calibration section) to a value of 500 with maxi-
mum exposure (for example, light-field image
previously described in the calibration section).
This provides a useful dynamic range of nearly
3000, which is less than the 12-bit (4096) digital
capability of the panel, but greater than 11 bits
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Conclusions

The dpiχ a-Si flat panel has been shown to be
extremely useful for digital radiography and CT. The
image acquisition time, image quality, and field of
view (image area) makes possible fast turnaround
radiographic evaluation of components, quantitative
evaluation of the digital images based on existing
image analysis codes, on-line inspection for produc-
tion applications, and data acquisition for large CT
data sets (many angular views). The useful energy
range spans all the energies attempted here, 120 kV
to 9 MV. The spatial resolution is limited by the pixel
size of the imager to approximately 3.5 lp/mm and
the dynamic range is approximately 3000. Image
areas are available up to 300 mm × 400 mm, and a
mosaic arrangement of 4 panels will give 1200 mm
× 1600 mm image area. Radiation damage is a
concern, but we believe recent developments have
moved sensitive components sufficiently away from
the image area that they can be adequately shielded. 
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Introduction

Many new high-technology materials and struc-
tures have critical dimensions that can be quite
small, down to the nanometer level, and therefore
the critical size for defects of such materials and
structures is also quite small. To ensure the integrity
of these materials, nondestructive characterization
techniques with extreme resolution are desired.
Extremely high-frequency ultrasound is one possibil-
ity for characterizing these nanoscale materials,
which may include thin films for optical coatings,
multilayer materials for fast electronics and mask
blanks for the Extreme Ultraviolet Lithography
(EUVL) program at Lawrence Livermore National
Laboratory (LLNL). However, traditional contact
ultrasound above 100 MHz can be quite difficult
because of various limitations. Ultrafast laser-based
ultrasound offers a way to generate and detect ultra-
sound of very high frequencies (>100 GHz), and
therefore has the resolution required to characterize
nanoscale materials.

A major difficulty in using very high-frequency ultra-
sound, regardless of how it is generated, deals with
the increase in attenuation as the frequency of the
ultrasound increases. Ultrasound at frequencies above
100 GHz will propagate only extremely short
distances. The use of transducers becomes increas-
ingly difficult as the frequency is increased since the

energy must be coupled from the transducer into the
material. Impedance mismatches between transduc-
ers and materials become critical, and couplant layers
of any thickness can attenuate the wave to a useless
level before it enters the material to be investigated.

By using a pulsed laser to generate the ultra-
sound, the ultrasound is generated directly in the
material, avoiding the problems associated with
coupling the ultrasound into the material. And, by
using a laser-based system to detect the ultrasound,
there is no loading of the surface by transducers,
which can greatly affect the ultrasound. There is
also no need to couple the ultrasound into a detec-
tor, thus avoiding the coupling problems on the
detection side as well.

The current state of the art for ultrafast laser-
based ultrasound uses a pump-probe technique1,2 in
which a short duration laser pulse is split to provide
both a pump beam to generate the ultrasound, and a
probe beam to detect the ultrasound. Figure 1
shows the basic set-up for a pump-probe system.
Unlike traditional ultrasonic testing which can
gather amplitude versus time data in a single shot,
the pump-probe technique gathers data for single
points in time with respect to time zero (pumping of
the sample). Information from different points in
time are gathered, and then the information is
assembled to form an amplitude versus time plot for
the ultrasonic displacement of the material. The
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We have demonstrated the feasibility of using a pump-probe system to generate and detect very
high-frequency ultrasound. We have investigated materials such as Mo/Si multilayers. Frequencies as
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frequency laser-based ultrasound has proven useful for nondestructive characterization applications.
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pump-probe technique uses a variable optical delay
that consists of a retro-reflector mounted on a linear
translation stage. For our tests, the optical delay
can be used to gather data up to 300 ps after the
pumping of the sample.

For this technique, the pump and probe beams
are focused to very small spot sizes (micrometers).
However, this dimension is quite large compared to
the thickness of the samples that are usually investi-
gated using this technique. The depth of absorption
is quite shallow compared to the focused size of the
laser beam, and so the interaction volume is disk-
shaped. The pump and probe beams are co-located
on the sample, and many aspects of the testing can
be considered to be one-dimensional. For a material
consisting of a thin layer on a substrate, if the pump
laser pulse is absorbed entirely in the layer, the
ultrasound generated in the sample propagates
normally into the material and then reflects off the
layer-substrate interface. The ultrasound can then
be detected when it reaches the free surface of the
layer. If the ultrasonic velocity of the material is
known, the thickness can be calculated very accu-
rately from the time-of-flight information gathered
from the pump-probe run. The pump-probe tech-
nique has been used to measure layer thicknesses
from as small as 0.5 nm to a few hundreds of nm.1−7

Because the pump-probe technique cannot gather
data in a single shot, it is impractical to use this tech-
nique to scan very large areas. With improvements to
lasers and other hardware, the time to gather data
from a single point on a material has been reduced,
but further reduction is required to make scanning

large areas practical. Also, LLNL programs such as
EUVL need to scan large numbers of samples, and
therefore rapid scan times are required. We have
proposed a novel white light detection scheme
whereby an entire amplitude versus time trace can be
gathered from a single laser pulse. This technique
takes the single frequency probe pulse, and converts it
to a white light pulse that is then directed towards the
sample. The various spectral components of the white
light pulse are delayed and reach the sample at differ-
ent times over the continuum of frequencies of which
the light is composed. The white light pulse is then
sent to a spectrometer, which outputs an amplitude
versus time trace based on the amplitude and arrivals
of the components of the white light pulse. We hope to
obtain funding to investigate this novel technique, and
believe that this work will be a major contribution in
the field of ultrafast laser-based techniques.

Basically, the pump-probe technique measures
the change in reflectivity of the sample as a function
of time. Energy from the pump pulse is absorbed by
the material, and this energy is converted to heat.
This localized change in temperature of the material
can lead to a localized change in stress which can
propagate through the material as an ultrasonic
wave. There can also be a thermal pulse which prop-
agates through the material as a function of the
thermal properties of the material. Changes in
temperature and pressure of materials can lead to
changes in reflectivity. Since the pump-probe tech-
nique measures only the change in reflectivity, the
change due to temperature must be separated from
the change due to the passage of an ultrasonic
wave. For the detection of ultrasound, the pump-
probe technique depends on materials showing a
strong piezoreflectivity effect. For materials that
show weak piezoreflectivity, an interferometer must
be used as the detection mechanism. This would
involve a change to the set-up shown in Fig. 1.

We have been working with members of the EUVL
project at LLNL to discuss material characterization
concerns of that program. EUVL is a promising
contender for next generation lithography technolo-
gies. Unlike traditional lithography, EUVL operates
in the extreme ultraviolet regime, ~10 to 14 nm in
wavelength. One critical problem in the program is
producing defect-free mask blanks. Currently, the
mask blank is composed of 41 layer pairs of Mo/Si
deposited on Si wafers, the total thickness of the
multilayer being about 280 nm. The program is
interested in finding defects in these multilayer
structures, both on the substrate, within the multi-
layer, and on the surface. Currently, commercially
available optical scattering inspection tools are used
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for full mask blank inspection and atomic force
microscopy (AFM), scanning electron microscopy
(SEM), and EUV scatter are used to look at specific
defects. The critical defect size predicted by model-
ing is around 50 nm. Ultrafast laser-based ultra-
sound is capable of generating and detecting
frequencies high enough to provide the resolution for
these dimensions. Ultrafast laser-based ultrasound
has the possibility of becoming a process-monitoring
technique during the growth of these multilayers if it
can meet the characterization requirements for
these multilayer materials.

However, there is much work to do to get to that
point. Large increases in the rate of data acquisition
are required since the current wafers are 6 in. in
diameter, and the goal is to move to 8-in. diameter
wafers. The probe beam in the pump-probe system
is focused to about 1 µm. Scanning a large area the
size of a multilayer wafer with such a small footprint
is quite a challenge, and the only way that this may
become practical is for the data to be acquired in a
single-shot mode such as with the white light detec-
tion scheme. The white light detection could reduce
the data acquisition time for one location from the
few minutes that are required for the pump-probe
technique to less than one second. The EUVL
program has a goal of scanning 1 wafer/min, but
presently would accept a rate of 5 to 10 wafers/h.

Progress

The initial goal of this project was to investigate
ultrafast laser-based ultrasound to see how it may
benefit various LLNL programs. In collaboration with
The John Hopkins University, we set up a pump-
probe system, and used it to investigate materials of
importance to LLNL, such as Mo/Si multilayers.

One goal of the team is to take this technique
beyond its current research role. To make this tech-
nique more practical for use outside of the labora-
tory, it is necessary to reduce the time required to
gather data. This would allow the technique to move
toward the scanning of objects, since images of
entire objects are usually desired for the display of
information. The idea of using a white light contin-
uum for detection of the ultrasound was developed.
Once a white light detection system is set up, data
gathered using the more traditional pump-probe
technique which uses a single frequency of laser
light in the detection pulse would be compared to
the data gathered using the white light technique.
The equipment to conduct the white light detection
has been assembled, and we plan to implement this
technology in the Fall of 1999.

During the summer of 1999, the pump-probe
system was set up, and data was successfully gathered
on several materials of interest to the EUVL program.
We exceeded our initial goal and set up a pump-probe
system which was state-of-the-art. At the present time,
the system is still set up, and could be used to gather
data on various materials. We would like to run more
tests on EUVL mask blanks, as well as materials of
interest to other LLNL programs using also the more
traditional pump-probe set up.

Experimental Results

The two main materials used to investigate the
pump-probe technique this summer were Si wafers
and Mo/Si multilayers. Silicon wafers are used to
provide a good substrate for multilayer materials.
These wafers are generally too thick for ultrasound
generated by the pump-probe technique to propa-
gate through the thickness and then be detected at
the surface after reflection from the back side
because of the attenuation of these very high-
frequency ultrasonic waves. However, these
substrates work quite well to help in the initial set-
up of the system since one can monitor the change
in reflectivity of the sample due to heating by the
probe beam.

The Mo/Si multilayered wafers are interesting
materials to work with for the laser-based generation
of ultrasound. The bilayers of Si and Mo are on the
order of 7 nm in thickness, with the Mo being approx-
imately 3 nm and the Si being approximately 4 nm.
Almost all of the optical energy is absorbed by the
Mo, with very little absorption occurring in the Si.
The absorption of the optical energy by the Mo takes
place over several layers, not just in the first layer.
Because the laser pulse is absorbed primarily in the
Mo layers, they begin to increase in temperature
directly after the laser pulse strikes the materials,
while there is little increase in temperature in the Si
layers. This sets up a temperature gradient between
the layers and thermal diffusion then takes place to
even out the temperature distribution through the
layers near the surface. Because of the differential
energy absorption, the ultrasound generated is
greatly affected by the layer thicknesses in that ultra-
sound of frequencies with wavelengths corresponding
to the Mo/Si bilayer thickness can be generated.
Lower frequencies will also be generated. The high-
est frequencies will be attenuated very rapidly.

Figure 2 shows a long time trace (~300 ps) of
the change in reflectivity of a Mo/Si multilayer, as
gathered using the pump-probe system. The figure
plots the change in reflectivity with respect to the
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reflectivity of the sample versus time. This figure
shows that there is a rapid increase in the reflectiv-
ity of the sample directly after heating by the pump
beam. This initial change in reflectivity results from
the increase in temperature of the material. On this
long time scale, there is no ultrasound visible.

However, a higher resolution scan (shorter time
scale) was then run. One variable in the data acqui-
sition using this technique is the number of averages
taken at each location. Increasing the number of
averages increases the signal-to-noise ratio, but
increases the time required to obtain the data. The
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delay increment is also variable, and the size of the
increment will affect the resolution. 

The results of the higher resolution scan are shown
in Fig. 3. The ripples seen in the data on this time
scale correspond to ultrasound. The arrival times of
the ultrasound in picoseconds are shown on the
figure. The ultrasound occurs directly after the heat-
ing pulse. A fast Fourier transform (FFT) was then
run on the data to determine the frequency composi-
tion of the ultrasound. The FFT is shown in Fig. 4.
This figure shows significant energy at frequencies as
high as 892 GHz. This frequency is around five orders
of magnitude higher than that found in typical ultra-
sonic characterization of materials. It is believed that
these high frequencies result from the differential
absorption of the pump beam by the Mo and Si layers,
and that varying the thicknesses of these layers would
lead to a change in the detected frequencies.

A test was then run on a Mo/Si multilayer wafer
that had 100 nm gold spheres embedded at the
substrate-multilayer interface to simulate defects.
This and the other samples used in this study were all
fabricated at LLNL. Currently, all of the EUVL wafers
are grown on top of Si substrates. The gold sphere
inclusion samples provide wafers with known defects.

Figure 5 shows pump-probe traces from three
different spots on the wafer. Two traces are nearly
identical, with the third showing a considerably
different behavior. The two similar traces are quite

different from the typical response shown by the
Mo/Si multilayer while the third trace appears quite
similar to the response of the multilayer without the
gold sphere inclusions (Fig. 2). This could be indica-
tive of the effects of a conductor, in this case the gold
spheres, on the thermal behavior of the wafers which
thereby affects the change in reflectivity of the mater-
ial at those locations. The traces believed to show
the effects of the gold spheres are labeled “defect
spot” in the figure. The trace showing the typical
multilayer response is labeled “multilayer.” This
shows the potential of using this technique to find
defects located at the substrate-multilayer interface.

Conclusions

We successfully constructed a pump-probe system
to investigate the feasibility of generating and detecting
very high-frequency ultrasound in materials important
to LLNL programs. Frequencies as high as 892 GHz
were detected. The effects of 100-nm-diameter buried
“defects” on received signals were seen. We believe
that we will be able to decrease greatly the time
required for data acquisition through the implementa-
tion of a white light detection technique which we hope
to implement soon. High-frequency laser-based ultra-
sound is clearly a useful technique for NDC applica-
tions, and will only increase as technology and new
materials are developed.
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Future Work

Because of the success we achieved on this
project, we will seek funding to continue, developing a
dedicated ultrafast laser-based ultrasonic characteri-
zation system which will allow us to look at various
materials of importance to LLNL and to the country.

Future work will focus on the white light detec-
tion scheme which holds the promise of greatly
increasing the rate of data acquisition, thus making
scanning practical. Successful implementation of
this detection scheme would be a major contribution
to the ultrafast phenomena field. 
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Introduction

Computed Tomography (CT) is a nondestructive
imaging technique for determining a 3-D characteri-
zation of an object from a series of 2-D radiographs.
For over ten years the Nondestructive Evaluation
(NDE) Section at LLNL has used CT for the inspec-
tion of industrial materials, objects and assem-
blies.1,2 During this time NDE personnel built an
extensive CT system, including a suite of CT recon-
struction and simulation codes called RECON. 

RECON is available as copyrighted software from
the Technology Transfer Office at LLNL.3 The
RECON codes have been used extensively for
processing and reconstructing radiographic projec-
tion data.4 However, the code has suffered from a
lack of maintenance, documentation and reliability.
Also, since the time when RECON was designed
computer systems have changed, some of the origi-
nal design criteria are no longer applicable, and
there are many new display and imaging tools avail-
able. An effort has begun to upgrade, modernize,
and further document RECON.

NDE CT System

There are three major functional parts to the
current NDE CT system: the acquisition or simula-
tion of 2-D radiographic data, the reconstruction of
a 3-D object from the 2-D data, and the ability to
display and examine both 2-D and 3-D data. 

The system accomplishes these functions using
both hardware and software. The hardware in the

system consists of scanners and computers. The
scanners include radiographic sources, stages, and
digital detectors used for the manipulation of the
object and the acquisition of 2-D radiographs. The
computers are used for acquiring, processing,
analyzing and displaying data. The software includes
codes to control the scanners for acquisition of data
and the creation of information and data files, the
RECON codes for simulating radiographs and recon-
structing images, and a software package called
VIEW5 for displaying and analyzing digitized images.
From the beginning a set of operating conventions,
nomenclature, and software standards was adapted
which all scanners, simulators and reconstruction
codes follow.6

The CT scanners each produce their own format
of raw data files, which are initially processed by
dedicated programs to eventually produce a stan-
dard CT parameter file and data files. Figure 1
shows the interconnection between the scanners,
RECON, VIEW and the data files.

The CT parameter file is saved in an ASCII file,
referred to as an SCT file. This file contains all neces-
sary information from a scan regarding the configu-
ration of the acquisition system, such as geometric
information, dimensions, energies, number of rota-
tions, position of the object, and size of pixels. A new
SCT file is created at each processing step with infor-
mation about the processing just performed as well
as all the past processing. This allows a record of
processing to be maintained for each data file. An
SCT file is also created by RECON when the simula-
tion codes are used to create radiographic data.
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Over ten years ago Lawrence Livermore National Laboratory (LLNL) began research and develop-
ment in computed tomography (CT). One product of this work is a package of reconstruction and
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reconstruction codes need to be modified and new ones need to be added. However certain code-wide
upgrades must be completed before this can happen. The user interface has been redesigned and a
new cone-beam reconstruction code has been implemented with this new user interface. 
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The data files are stored in VIEW format using
two files for each set of data. The data itself is saved
in a binary file called an SDT file. Each data file is
accompanied by an ASCII file called an SPR file,
containing the dimensional information of the binary
file, the type of data, real or integer, how many
dimensions, the size of each dimension, the pixel
size and the origin of the data. As seen in Fig. 1,
VIEW can also be used to create object data files to
be used as input to the RECON simulation codes. In
this case the user must manually create an SCT file.
It is important to note that even though RECON is
being upgraded the output data produced by the
scanners is not changing, so the input to RECON will
continue to be in the SCT/SPR/SDT format.

Status of RECON

RECON consists of a number of interconnected
codes. There are a variety of reconstruction codes
for such applications as filtered back-projection
(FBP), convolution back-projection (CBP),
constrained-conjugate-gradient parallel and fan
beam, and active and passive CT (A&PCT). The
simulation codes create simulated radiographs from
object descriptions or pixelized images. The bulk of
this code is written in the C programming language,
while some algorithms are written in FORTRAN.
RECON was built to operate on UNIX workstations

and VAX computers. The code currently has UNIX
system calls in it, so RECON must be run on UNIX
platforms. The RECON codes were designed for
compatibility with the VIEW signal and image
processing software, though VIEW software is not
required to use the RECON codes.

Currently each application is compiled into
separate executable programs. There is a manager
program that allows the user to select and start an
application. This process is UNIX-dependent. Each
application can also be started independently of
the manager program. In either case, at start-up
RECON reads in a user-specified SCT file. A user
interface is provided to allow the user to modify
CT parameter values interactively before starting
the application process. The user interface is
time-consuming and some new options do not
work consistently or correctly. RECON currently
reads and writes data in VIEW format. Each appli-
cation has to read and write the CT parameters
and data. At present there are a number of
input/output (I/O) codes and although the codes
are used in all the applications they are scattered
throughout each application.

The current structure of the RECON code is
complex and highly interconnected, and since there
is little documentation it is difficult to learn. 

The above problems have made RECON less
useful than is acceptable. 
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Progress

In addition to fixing problems and adding new
reconstruction techniques there are a number of
improvements that need be included to make
RECON state-of-the-art. These improvements involve
the portability and modularity of the code.

To assure compatibility with a wide variety of
users, RECON must be portable to computers other
than UNIX platforms, such as Macs and PCs. This can
be accomplished by building a version of RECON that
can be used on any platform that runs C-language
executables. There are also a number of software
packages available that provide elegant user inter-
faces and data I/O. However, since often these pack-
ages have to be purchased it can not be assumed that
every machine that would use RECON would have
them available. To satisfy as many users as possible it
would be desirable to be able to create versions of
RECON to run on machines with different capabilities.

The first step in upgrading RECON is to develop a
plan that will accommodate the desired functionality.

RECON Redesign

The structure for the upgraded RECON is shown
in Fig. 2. The interfaces among the functions are
clear and concise. As in the original design each CT
application would be compiled into its own

executable. The user interface and the CT parameter
and data I/O codes would then be common to all the
applications. There are two obvious advantages to
this design. 

One advantage is that any module for data or
parameter I/O can be exchanged for one with
different capabilities without affecting the appli-
cation processing. For example, for a user with a
UNIX machine with no special display software, a
line-input user interface could be replaced with
an X-Window interface. For a Mac without
X-Windows, a system could be built with a line-
input user interface.

Another example involves the package of codes
called Interactive Data Language (IDL). IDL could be
used to create a window interface for the CT parame-
ters, and windows for displaying the data, as well as
providing data I/O for data of many types of formats.
A limitation of IDL is that it is a commercial product
that not all RECON users may have. An IDL program
will run without modifications on UNIX machines,
Macs and PCs. A RECON code constructed as shown
in Fig. 2, would easily allow the building of a version
of RECON with the CT parameter, user interface, and
data I/O sections of the code replaced with an IDL
interface, as shown in Fig. 3.

Another advantage to this design is that the upgrade
work can take place in two stages. The first stage
would be the implementation of the user interface and
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CT parameter and data I/O. Then each application
can be modified. This will allow the users access
to completed applications before the entire
process is complete.

RECON Development Plan

In planning the development of the RECON
upgrade the following assumptions and design goals
have been established.

Assumptions: (1) RECON will continue to use
SCT file formats to input CT parameter information;
(2) data I/O will still need to be available in VIEW
formats and others to be determined; (3) no major
changes will be made to the existing algorithms.

Design goals: (1) clean up and simplify the
codes by making the codes more object-oriented
and making the data and CT parameter I/O modu-
lar; (2) make the code C-language only so that it
can be easily ported to Macs and PCs by removing
all UNIX system calls and minimizing the use of
FORTRAN; (3) improve the user interface, both the
reliability and ease of use; (4) document the soft-
ware; (5) document the CT algorithms; (6) restruc-
ture the codes to make future maintenance easier;
(7) develop a modular method of building versions

for different hardware platforms; (8) develop an
IDL interface for RECON; (9) possibly develop an
X-window interface for the UNIX machines, and
(10) write modules for data I/O in formats other
than VIEW.

RECON Implementation Status

A new line-input C-language-only user interface is
complete. Many of the data I/O routines for VIEW
data files have upgraded. A new constrained-
conjugate-gradient cone beam (JCONE-CCG) algo-
rithm has been implemented with the new user
interface and data I/O.

Future Work

The next phase of this project will be to finish the
work of modularizing the interfaces to the applica-
tions. Then the data I/O routines for VIEW data files
will be completed. The JCONE-CCG code will be
ported to a Mac and a PC to test the compatibility of
RECON on a non-UNIX platform. An IDL interface for
JCONE-CCG will also be developed to test the
usefulness of IDL as an interface for RECON. The
user interface and data I/O will be documented.
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Then the process of converting each application
will begin. The user interface for each code will be
designed. The new application module will be
created and the algorithm and the code will be
documented. This process will continue application
by application.
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Introduction

Methods for detecting subsurface cavities from
outer surface IR images have been developed for
internally heated (or cooled) cavities or the volumet-
rically heated containing solid.1−4 For the heated
cavity, its fluid temperature and heat transfer coeffi-
cient must be specified as a means of providing a
known steady-state heating rate. Experimental
implementation is difficult owing to the need to
provide intrusive cavity heating and instrumentation
for determining imposed heat cavity, heat flux, or
power density within the solid.

When the cavities are defects, such as delamina-
tion gaps between composite material layers that
should otherwise be well bonded, the gaps are thin
and lie at a subsurface depth in a plane parallel to
the outer surface. These kinds of defects have been
experimentally revealed by flash heating the outer
surface followed by observation of resulting delayed
IR images.5 In this nonintrusive transient method,
the surface images are observed long after the
impulsive heating occurs to avoid irradiance of the
camera from sources other than sample emission. 

The purpose of this work is to determine the gap
depths that can be resolved, quantifying these in
terms of their size parallel to the surface, the thermal

properties of the solid, the energy flux imposed, and
the heat losses from the heated surface. This deter-
mination requires numerical solution to the
unsteady heat conduction equation applied to the
solid, and validation with experimental data.

Progress

Figure 1 illustrates the presence of a thin,
subsurface defect at depth L, and residing in a plane
parallel to the surface. The defect has a contour of
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The depth of gaps located below a lamp-heated surface can be determined from infrared (IR)
surface temperature images following a single pulse of heat. The gaps are assumed to reside at a
fixed depth in a plane parallel to the surface. The magnitude of the image spatial contrast (in temper-
ature) and the time at which it is the sharpest (brightest) provide two unique quantities whose
measurements can be used to determine gap depth. This determination requires (direct) numerical
solution to the unsteady, multidimensional heat conduction equation based on a tentative buried gap
shape similar to that observed at the surface. The procedure is illustrated for a cylindrical gap buried
3/8 in. from the surface of a 3-in. slab of stainless steel. Also considered are detection of gaps inter-
facing cylindrical shells and cracks perpendicular to the surfaces of thin shells.
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R(θ) as shown. The defect is considered an adiabatic
void since the contained gas (air) has less than
three orders of magnitude smaller thermal conduc-
tivity than that of the solid (host). When the surface
is impulsively heated, a thermal diffusion front is
propagated axially from the surface towards the
defect in the –y+ direction. As the front approaches
the defect, the conductive heat flux changes direc-
tion and transfers radially along the face of the
defect, y+ = 0, in the r+ direction. Near the outer
edge of the defect, r+ = R, the radial heat flux
merges with the axial heat flux in r+ > R, and the
combined flux flows around the backside of the
defect and toward the inner regions of the solid.

This transport distributes a temperature along
the front face of the defect. The temperature is
greatest at y+ = r+ = 0 and decreases along y+ = 0
monotonically with increasing r+ in 0 < r+ < R. This
local rise in temperature near the defect is propagated
back to the front surface at y+ = L as an attenuated
and broadened surface temperature spatial pertur-
bation, which is represented by the observed image.

In addition to the spatial transport, temporal
events are also important. The impulsive surface
heating causes elevated solid temperatures in early
times during which the remainder of the solid
including the defect remain near the initial (ambi-
ent) temperature. In very late times the entire
system equilibrates to the ambient temperature. It
will be shown that the images can only be captured
in intermediate times and that particular times
occur when the images are brightest.

Formulation

The unsteady, multi-directional heat conduction
equation applied to the solid regions of Fig. 1 and
written in dimensionless coordinates is given by

(1)

where the dimensionless temperature field is v = v
(y, r(θ), t). The internal boundary conditions on the
faces of the defect require the normal temperature
gradients to vanish there. Initially, v (y, r(θ), 0) = 0. The
external boundary conditions are given as follows:

on y = 1 (2)

where Bi is the front surface Biot number, and t0 is
the dimensionless time over which the impulse
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occurs. The back side of the solid was taken as semi-
infinite; that is, . This condition
was appropriate for the plate thickness considered
and tested. At radial positions far from the defect,
that is, for r >> R/L, the following exact solution
holds if t >> t0:

. (3)

Had two different materials comprised the slab of
Fig. 1, well-bonded along y = 0, but possessing the
same defect, it would be necessary to apply appro-
priately scaled versions of Eq. 1 to both materials
and couple their solutions at the contacting surface
by continuity of temperature and normal heat flux.

Implementation

In general, R(θ) and L are sought from surface
images observed at y = 1. As illustrated in Fig. 1,
the surface image contour Ri(θ) is slightly enlarged
relative to the actual defect contour R(θ), but the
two will have similar shapes. Their mean circumfer-
ential values are respectively denoted and .
From the observed image, the function g(θ) is
defined by

(4)

subject to the image area constraint

. (5)

Therefore by similarity,

. (6)

Henceforth g(θ) is considered known from Eqs. 4
and 5, but is taken as unknown. For time scales
much greater than that for impulsive heating, solu-
tions to Eqs. 1 and 3 depend on just two parameters,

/L and Bi, the former having been introduced by
enforcement of the adiabatic condition on the faces of
the thin defect and the latter by Eq. 2. Since Bi
depends on the unknown depth L, it is tentatively set
to zero; then once L is found with this restriction, Bi is
updated, and the process (to be presented) is repeated
until convergence is obtained by the method of succes-
sive approximations. Therefore, for fixed values of Bi,
and chosen values of /L, direct solution to Eqs. 1
and 3 can be obtained numerically for the dimension-
less temperature field in the solid, v (y, r(θ), t).
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The important result from the solution is the
surface image contrast factor defined as u (t):

u(t) = vs1(t) - vs2(t) (7)

where

vs1(t) = v(1, 0, t)

and

vs2(t) = v(1, ∞, t).

On physical grounds, as discussed previously, it is
evident for impulsive heating that u(0) = u(∞) = 0
and that at intermediate times u achieves a maxi-
mum, umax = u(tmax) at which time

du/dt = 0 when t = tmax. (8)

The surface contrast factor is obtained for an
array of /L values. Curve fits f1 and f2 are respec-
tively determined for umax and tmax in terms of poly-
nomial curve fits in /L for fixed Bi. Returning to
the dimensional definitions for temperature T and
time τ, these curve fits can be written as:

(9)

and

. (10)

The surface energy flux qs τ0 is obtained by sepa-
rate calibration to be discussed, and (T1 – T2)max
and τmax are the measured contrast temperature at
the time it is the brightest. Since f1 and f2 are
known, simultaneous solution of Eqs. 9 and 10
provide unique values for the two unknowns and
L at the tentatively selected value of Bi = 0. With
this value of L, the Biot number can be evaluated
and the process repeated until convergence is
achieved. In the following application, the converged
value of Bi = 0.014 was rapid and required only a
single iteration.

Application to Plates

The method is demonstrated for the case of a defect
in the shape of a disk so that all dependence on the
circumferential direction θ is removed in Eq. 1, and
the function g in Eqs. 4 and 5 is identically unity.

Computational Methods. The finite element
code TOPAZ2D6 was used to numerically resolve

R
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2

  
u

T T
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f R L
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max
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= ( )1 2

0
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R

R

the axisymmetric, 2-D temperature field, v (y, r,
t), centered at the origin of the disk. Two different
meshes were used. The first was for an infinitesi-
mally thin disk (ε = 0) having finite R and L in the
solid, whose outer solid regions for the radial, r,
and axial directions, –y, could be considered infi-
nite. The second mesh more faithfully modelled
the actual experimental case which was a 0.32-cm-
thick gap, having an outer radius boundary of 5 R
in a slab of thickness 7.62 cm with adiabatic
boundary conditions at radial and axial extremi-
ties. Results obtained from these two different
meshes did not differ significantly, so neither
defect thickness nor outer boundary placement
were deemed to be very important within the
range of values considered. In the case tested,
upon which discussion is deferred, the solid was
304 stainless steel, with a disk gap of radius 2.54 cm
at a depth of 0.9525 cm.

In the case of the mesh whose radial and axial
dimensions were semi-infinite, the mesh was
spatially truncated in r where the numerical solution
agreed to within 1% of the exact solution there (Eq. 3)
and in –y to within the same accuracy with v = 0
there. Mesh size was also varied, especially near the
defect, to find the required size for adequately
resolving the temperature distribution. The steepest
temperature gradients were found near y = 0, on the
front side of the defect, along about 0.7 < r+ /R < 1
where the mesh was made relatively small. As many
as 101 total front-face defect nodes were used, and
as many as 7011 total nodes were used within the
entire solid.

A fixed dimensionless time step of between
0.5 and 1 was used, and numerical output was found
to be insensitive to the value. In the experimental
case, these time steps correspond to between about
0.05 to 0.1 s. Some care was required to accurately
capture the effects of the impulsive heating (see
Eq. 2). To avoid having a very small time step
initially, the problem was started at t = 0.05. Prior
to this time Eq. 3 gives the starting solution since in
this early time the diffusion front is far from the
defect. Also, front surface heat losses can be
ignored during this early time.

Numerical Results. For this application, the
numerical results for u (t) are shown in Fig. 2 for
several values of R/L at Bi = 0. For each R/L the
time tmax at which u has the maximum, umax, is
clearly evident. Values of tmax and umax are monoto-
nically increasing functions of R/L as demonstrated
by the points shown in Figs. 3 and 4. In the range
0.5 < R/L < 4, curve fits for f1 and f2 in Eqs. 9 and
10 were found to be:
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(11)

and
(12a)
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4 where the coefficients are given in Table 1 for
Bi = 0. The inverse of Eq. 12a is obtained as

. (12b)

Application to Curved Surfaces

We also applied the methods to solids other
than the flat plate. A cylindrical shell composite
was tested and simulated numerically using
TOPAZ2D.6 The cylinder had a 4-in. nominal diame-
ter and was composed of an outer shell of one
material and an inner shell of another. The shell
thicknesses are shown in Fig. 5a. The two shells
had a 0.003-in. interference fit producing a 450-psi
pressure where they contacted. There were two
parallel circumferential gaps, each about 0.75 in.
wide, intentionally made by machining the inner
shell, as illustrated in Fig. 5a. To be discussed
subsequently are the images observed in Fig. 5a,
which are revealed only along the cylinder’s center-
line, and their corresponding contrast plotted in
Fig. 5b. The analytical curve shown in Fig. 5b was
obtained by ignoring temperature drops across
each of the thin shells separating the gap and
using Laplace transform methods to solve the
resulting differential equations describing unsteady
axial conduction within each shell. The methods in
obtaining the numerical results curve in Fig. 5b
were similar to those previously discussed for the
flat plate except that an insulated boundary at the
inner surface of the inner shell was used for the
thin shells and different thermal properties were
considered for each shell.

In Fig. 6 results are shown for calculations
performed that simulate a spherical shell composite
having a gap between two shells at the apex viewed
by the camera. The shell materials and thicknesses
were similar to those shown in Fig. 5a for the cylin-
der. The purpose of these calculations was to deter-
mine the importance of lamp orientation in sensing
gaps for curved parts.
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Table 1. Coefficients of Eqs. 11–12a for Bi = 0.

N an bn

0 –0.000398 0.36
1 –0.02622 0.24
2 0.20242 0.05
3 –0.06958
4 0.007283
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Application to Cracks

When a crack develops in a material perpendicu-
lar to its surface, impulsive lamp heating is an inef-
fective means of crack detection. For these cases,
we evaluated the benefits of steady-state heating
and cooling of the material’s edges that roughly
parallel the length of the crack. The computational

model that precedes future experiments is illus-
trated in Fig. 7. Shown is a segment of a disk of the
material under consideration having a circumferen-
tial crack whose length runs 10% of its radial loca-
tion. The center is heated 30 °C higher than the
outer periphery is cooled. The hot and cold heat
sources may be as simple as heated or chilled
rubber water bottles that could be reoriented 90° to
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also reveal radially running cracks. The camera
would see a simulated contrast as shown in Fig. 7,
which is within the limits of the measurements.

Experiment

Plate with Defect. The dual-band (centered at
about 5 and 10 µm) infrared system,7 obtained
from Bales Scientific, Inc., has a shrouded, four-
lamp array in a square pattern in a plane above
and parallel to the surface of the test specimen
which was a 12.7-cm-radius stainless disk of
thickness 7.62 cm. The stainless steel test speci-
men containing the circular gap defect was fabri-
cated by back-drilling from the rear face of the
7.62-cm-thick specimen and partially filling with
a 2.54-cm-radius stainless slug having a slight
interference fit around the periphery. The result-
ing gap thickness of 0.32 cm was small compared
to the gap radius of 2.54 cm. The resulting gap
depth was 0.9525 cm. The energy flux imposed on
the specimen was 4.84 J/cm2, and the lamps were
on for about 4 ms. To experimentally resolve the
curves shown in Fig. 2, their peak values should
be no smaller than about 0.6 °C since relative
temperature differences of about 0.1 °C can just
be resolved. The gap dimensions illustrated here
produced results approaching this measurement
limit. Results obtained for smaller depths or

larger gap radii than those considered here are
more easily obtained.

For this system, a high emittance (emissivity)
coating is desired to mitigate test surface reflected
irradiance originating from the heated shroud and
from the lamps which are cooling. In the interest of
nondestructive evaluation, we require that the coat-
ing be easily removed without damaging the surface
finish. For this reason, a water-based, black poster
paint was brushed on as the coating material. Both
the surface of the test specimen as well as that of
the calibration plate, a 0.9-cm-thick 6061
aluminum slab, were covered by the same coating.
The calibration plate was used to determine the
energy flux, which was needed for the analysis in
obtaining the product qsτ0 which is used to
compare experimental and computational results
and in the depth determinations.

Cylindrical Shell Composite. The aforementioned
cylindrical composite was also tested with the same
lamp array used for the plate. Because of the planar
lamp array, the cylindrical surfaces were not uniformly
heated. The uppermost portion of the cylinder facing the
lamp was heated more than lower portions having a
less favorable view of the lamps. Discussion is deferred
on the consequences of this non-uniform heating.

For reasons also to be discussed subsequently, tests
on the cylindrical composite were performed both with
and without the black poster paint external coating.
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Results

Plate. The calculated and measured transient
image temperature contrast, T1 – T2, is compared
in Fig. 8 for the applicable Biot number of 0.014.
The corresponding surface images are shown in
Fig. 9 at times before, during, and after the times
when the experimental contrast is near its peak.
The comparison in Fig. 8 reveals that the experi-
mental data lag the calculated results in times
prior to about 60 s, which has the effect of
increasing the experimental value of τmax and
decreasing the experimental value of (T1 – T2)max
relative to their calculated values, as shown
in Table 2.

The calculated results in Fig. 8 do not include
the presence of the surface coating in retarding
the surface images which are produced by
conducting subsurface information through the
coating. Separate calculations have shown this is

an important effect that depends on coating thick-
ness and thermal conductivity and is responsible
for the early-time mismatch between experimen-
tal and computational results. Use of a more suit-
able removable coating having good optical as
well as thermal properties is therefore desirable.

Depth Detection. As a consistency check on
the method for depth detection, the computed
results from Table 2 were first used to obtain
depth L and gap radius R from simultaneous solu-
tion of Eqs. 11 and 12b. The results for R and L
were within 1.8 and 1.9% of their respective
actual values, these errors reflecting minor curve-
fitting errors associated with Eqs. 9 and 10. This
same evaluation was repeated using the measured
values of Table 2, and the results are shown in
Table 3 (second row). Because of the previously
discussed coating conductive losses, the depth
and gap radius detected using the experimental
data are greater than their actual values.
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Table 2. Peak image contrast and time for Bi = 0.014, energy flux= 4.84 J/cm2, R = 2.54 cm, L = 0.9525 cm in stainless steel.

Peak contrast, Time at peak contrast,
(T1 – T2)max (°C) τmax(s)

Computed, no conductive coating, temperature drop 0.60 29
Measured, with coating 0.50 60

τ = 20 s τ = 75 s τ = 130 s

Figure 9. Images before, during, and after peak contrasts.

Table 3. Depth detection; image radius observed, Ri = 2.65 + 0.1 cm.

Method Depth, L (cm) Radius, R (cm)

Actual 0.9525 2.54
Simultaneous solution to Eqs. 11–12b 1.24 3.86
Find L from Eq. 11 using Ri = 2.65 cm 1.06 2.65
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An alternative depth estimate based on the
experimental data was also made and is reported
in the third row of Table 3. Here only Eq. 11 is
enforced, and, instead of using Eq. 12b, the
observed image radius of approximately 2.65 cm is
used to obtain the depth L. The error made in this
surface image size observation is estimated to be
±0.1 cm. This produces a much closer depth
prediction of 1.06 cm, about 11% higher than the
actual depth.

Detection Limits. Equation 11 was evaluated for
L = L(R) and the results were plotted in Fig. 10. In
this portrayal, a fixed value of  (T1 – T2)max = 0.87 °C
was used as a measure of a contrast that could easily
be seen when the system is used in a routine inspec-
tion mode. The product of density and specific heat
capacity for most metals above room temperature is
about 3.5 J/cc/°C, which was also used in constructing
Fig. 10. At a particular energy flux, depths above the
curve are not detectable; those below the curve
provide surface images that can be seen. These curves
represent the detection limits for metals.

Curved Surfaces. The apparent gaps revealed by
the images in Fig. 5a appear as spots rather than
expected circumferential rings. One possible expla-
nation for the spots is that the lamps, which are
arrayed as a planar heating source above the cylin-
der,  produce circumferential temperature gradients
that cause the gaps to be undetected except at the
centerline where these gradients are small. This
effect is demonstrated for the sphere in Fig. 6.

Figure 5b demonstrates that predicted and
measured contrast factors are in good agreement
both with respect to magnitude and time. (The better
agreement for the analytical solution is fortuitous

because the numerical solution more faithfully
represents the thermal problem than does the
analytical solution whose approximations were
previously described.) The time scales of Fig. 5b are
less than about 1 s owing to the thin shells having a
small thermal capacitance. These times are much
smaller (on the order of minutes) than those for the
thicker flat plate (see Fig. 8). 

It is important to mention that the experimen-
tal results for the cylinder were obtained for an
unpainted, bare outer surface. The painted cylin-
drical surface produced such weak images that
they could not be seen, this caused by the afore-
mentioned coating insulating effect which is
significantly exacerbated in the short time scales
of 1 s. Even though the measured contrast factor
(ordinate of Fig. 5b) agreed well with predicted
results, we as yet cannot rule out that some or
much of the images seen may be artificial and due
to reflected irradiance originating from the cool-
ing, unshuttered lamps.

Conclusions

The following conclusions are drawn relating to
impulsive surface heating and image observation:

1. Surface images are created by the multidi-
mensional heat flow around the subsurface
flaw (gap).

2. An optimum, opportune time, dependent on host
thermal diffusivity among other parameters,
occurs when the brightest image appears. 

3. Subsurface depths are over-predicted, this caused
by an insulating effect of the coating used. 

4. Detection limits are governed by instrument
sensitivity, flaw geometry (depth and transverse
size), host density and specific heat capacity and
energy flux imposed; the limits are independent of
host thermal conductivity. 

5. With all other parameters fixed, an increase in
energy flux does not return a proportionate
increase in detection depth. 

6. Curvature effects need to be accommodated by
arraying the lamps to conform to the body shape.

7. Low thermal conductivity coatings applied to thin,
metallic shells seriously retard the images. 

8. If a suitable coating cannot be found for thin
shells, it will be necessary to a) blacken (and
possibly water-cool) the shroud surrounding the
test section and b) shutter the lamps. A shutter
must operate within about 100 ms.
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Figure 10. Detection limits for metals at 0.87 °C peak contrast
(depths L above the curves are not detectable).
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Future Work

We have two major challenges: (1) lamps
should be arrayed to conform to component
shapes, thereby achieving a more uniform heating;
and (2) an optical coating needs to be identified that
possesses good heat conduction properties yet is
removable without surface damage. In absence of
such a coating, the lamps will require shuttering and
the shroud will need to be water-cooled.
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uantitative Tomography Simulations and
Reconstruction Algorithms
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Introduction

Transmission radiography and tomography are
important diagnostic tools at the heart of
Lawrence Livermore National Laboratory (LLNL)’s
effort to meet the DOE DP-10 Advanced
Radiography Campaign goals. This campaign
seeks to improve radiographic simulation and
analysis so that radiography can be a useful quan-
titative diagnostic tool for stockpile stewardship. 

This project will advance tomographic imag-
ing capabilities in LLNL programs. Current radi-
ographic accuracy does not allow us to satisfac-
tori ly  separate experimental  ef fects from

features of the radiographic or tomographic
reconstructed object image. This can lead to
difficult and sometimes incorrect interpretation
of radiographic and tomographic image
results.1−3 By improving our ability to simulate
the whole radiographic and tomographic system,
it will be possible to examine the contribution of
system components to various experimental
effects, with the goal of removing or reducing
them. By merging this simulation capability with
a maximum likelihood constrained-conjugate-
gradient  (CCG) reconstruction technique, we
will have a physics-based, forward-model image
reconstruction code.
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We are researching, developing, and implementing quantitative imaging tools (radiographic simula-
tions and image reconstruction algorithms) with three main goals in mind. First, they will allow opti-
mization studies to be made for tomography equipment to optimize geometry, source, and detector
choices. Second, the simulation tools will allow more accurate corrections to be made to experimen-
tal radiographs resulting in very accurate tomographic image reconstructions. Third, these tools will
be integrated with existing reconstruction routines to build state-of-the-art forward-modeling tomo-
graphic image reconstruction codes. These codes will use a constrained-conjugate-gradient (CCG)
algorithm to perform reconstructions with complete and limited numbers or portions of views. By
merging the simulation capability with the CCG reconstruction technique, we will have a physics-
based, forward-model image reconstruction code.
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Forward-modeling techniques are being explored
in a variety of places. This project is unique in its
physics simulation approach, in its use of CCG to
reconstruct 2-D and 3-D meshes, and in the breadth
of data to which it will be applied and tested. This
includes x-ray, neutron4-6 and proton radiographic
data. The ability to make quantitative attenuation-
image reconstructions will be attractive to many
applications leading to new collaborations in earth
science, plant science, medicine, material develop-
ment, manufacturing, and defense.

Current computed tomography (CT) image
reconstruction back-projection methods make
strong assumptions about the radiographic projec-
tion data. These assumptions include energy-
independent photon attenuation cross-sections, no
detector or source-spot blur, no scattering, no
noise or artifacts. None of these assumptions is
strictly correct. Radiation attenuation cross-
sections depend strongly on energy and material
composition; detector and source-spot blur is
usually significant; scattering is present; noise and
artifacts are common. 

Some of these assumptions can be treated in the
forward model of a reconstruction algorithm. In this
project, we seek to improve the accuracy of CT from
transmission radiographs by studying what physics
is needed in the forward model.

Presently, accuracy in attenuation estimates of
roughly a few percent is possible, over a volume
whose length is on the order of 1/1000 the object
characteristic length. A simple example of a magne-
sium (Mg) phantom is shown in Fig. 1. The tomog-
raphy projection data was acquired using KCAT, a CT
scanner that consists of a 160-kV microfocus x-ray
source and a scintillator lens coupled to a CCD
camera detector system. The source-to-detector
distance for the Mg phantom study was 92 mm, with
the object 15 mm in front of the detector. The source
was set to 75 kV and 0.12 mA and was filtered with
76 µm of Al. The total data acquisition time was ~5 h
for 360 projections over 360°. The data was recon-
structed using a convolution back-projection (CBP)
algorithm. The CT image shown in Fig. 1 to first
order appears to be a uniform x-ray attenuating disk
as expected. The CT image also shows a nice sharp
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Figure 1. 
(a) Photograph of a
Mg phantom for the
Mg tensile bar CT
study. The phantom
is made of 99.9%
pure Mg of density
1.74 g/cm3. From left
to right the outer
diameter of the rod is
25.28, 19.05, 10.16,
and 3.31 mm.
(b) CBP reconstructed
image for the Mg
phantom. (c) The 1-D
profile for the line
shown in the
CT image.
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edge. However, closer analysis of the image and the
profile reveals that there are ring and cupping arti-
facts. The ring artifacts are reduced by processing
the sinogram7 before image reconstruction. The ring-
removed CT image is shown in Fig. 2a.

The cupping artifact results in relative linear
attenuation coefficient values that are greater than
100% (near the edges) of the mean, 0.14±0.02 mm-1.
(The means and standard deviations in this report
were determined from a 374 × 337 extracted rectan-
gle from within the CT slice plane.) This profile
should be flat since the phantom is 99.9% Mg with
uniform density. 

This so-called cupping artifact is due to x-ray
beam-hardening and scattering. Most of this can be
accounted for by applying a beam-hardening correc-
tion1 as shown in Fig. 2c. Even when this data is
corrected for rings and beam hardening the standard

deviation within the uniform part of the CT image
(see central portion of the profile in Fig. 2d) is on
the order of 17%, 0.29±0.5 mm-1. We are developing
and applying better simulation and reconstruction
tools to make a more complete characterization of
the system and its components, and are striving to
achieve accuracies to better than 1%. It is possible
to attempt this goal now because radiographic simu-
lation, CT, and computers have matured sufficiently. 

Technical Approach

Radiography Modeling. This project has two
main aspects. First, we are accurately modeling the
process of x-ray transmission radiography, enabling
us to accurately assess and mitigate experimental
effects that compromise CT image reconstruction
from radiographs. This modeling effort uses three
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Figure 2. (a) CBP
reconstructed image
after ring removal
applied to the sino-
gram for the Mg
phantom. (b) The 
1-D profile for the
line shown in the CT
image. (c) CBP recon-
structed slice after
ring removal and
beam hardening was
applied to the sino-
gram for the Mg
phantom. (d) The 
1-D profile for the
line shown in the
CT image.
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simulation codes, HADES,8 COG,9 and MCNP.10 Our
suite of experimental digital radiography (DR)/CT
systems and image reconstruction algorithms are
being used to study how experimental effects
produce reconstruction artifacts. Radiographic simu-
lation tools have been used to a limited extent8,11–14

for assessing experimental effects and have been
helpful in analyzing experimental CT images. In this
project we will extend our simulation capabilities.

HADES is a radiographic simulation code that
uses ray-tracing techniques to compute radiographs
through a mesh.8 The full geometry of cone beams is
treated exactly. A variety of meshes, including 3-D
Cartesian meshes, can be ray-traced by the code. In
addition, objects such as spheres, cones, cylinders,
and plates can be added to the problem as defined
by the user. Blur from detectors and finite-spot-size
sources is included in the simulation by convolution.
Sources of any arbitrary input spectrum can be
specified and the spectrally dependent transmission
is computed using energy groups. 

Using exposure conversion curves, HADES is
able to compute, for a given input photon fluence
and spectrum, the energy deposited at the detector
plane, adding the appropriate statistical fluctua-
tions, if requested. HADES also can simulate GeV-
proton radiography and will soon have a low-
energy neutron simulation capability. Because
HADES uses ray-tracing techniques, it can simu-
late radiographs very quickly. Hence it is useful as
an iterative tool.

Some aspects of x-ray physics are not adequately
included in HADES, particularly scattering, secondary
Bremsstrahlung, and detailed detector response. A
Monte Carlo approach, such as COG, is needed to
better understand how scattering and secondary
Bremsstrahlung may be incorporated into HADES.

COG is a detailed Monte Carlo neutron, photon
and electron transport code capable of providing
accurate answers to complex deep-penetration (or
shielding) problems.9 Unlike many of its predeces-
sors, COG is free of the physics compromises and
approximations traditionally used in radiation-
transport codes. The COG code is fully 3-D, uses
point-wise-correct cross-sections and exact angu-
lar scattering functions and provides the user with
a full range of statistical biasing options to speed
up problem solving. Problem geometries can be set
up manually using simple but powerful constructs
(more than 30 complex pseudo-surfaces such as
boxes, spheres, cylinders, and cones are included
in COG’s geometry package as elementary types)
or developed using CAD tools and then trans-
formed automatically into the proper input format.
Geometrical elements in a problem can be visualized

in both cross-sectional and perspective views to
ensure fidelity, and complex geometries can be
debugged on a standard desktop computer. COG
allows users to score the results of a simulation using
a number of built-in detector types (for example,
boundary crossing detectors, reaction detectors, point
flux estimators, or pulse detectors) or specialized,
user-written detector packages linked in at run time
(for example, radiographic imaging detectors).

The ultimate accuracy of a COG simulation is
limited only by the accuracy of the data contained in
its reference libraries. COG’s accuracy and reliability
have been verified by extensive benchmarking on
radiation shielding and nuclear criticality problems
relevant to LLNL programs.

In this project, we are extending the existing radi-
ographic imaging capability of COG to handle a wider
range of object thicknesses (for example, optically
thick objects, greater than 3 to 4 mean free paths).
Accurate Monte Carlo imaging requires a very large
number of simulation particle histories. For example,
on the order of 1010 histories are required to simu-
late a 1-k-×-1-k detector with 1% statistics. This will
require Accelerated Strategic Computing Initiative
(ASCI) level computational resources.

We are simulating radiographs of phantoms using
COG, MCNP and HADES. COG and MCNP are being
used to determine what experimental factors have
the largest effect on the blur and scattering profiles.
The source and detector blur and aspects of the
problem that do not have a large effect on scattering
can be iterated many times with HADES, while still
including COG’s or MCNP’s blur and scattering
profiles. This required developing a data link between
the Monte Carlo codes and HADES so that the Monte
Carlo estimates of scattering can be incorporated
into HADES simulations. In addition, the Monte Carlo
codes are used to calibrate any approximate blur and
scattering treatments implemented by HADES. The
Monte Carlo and HADES simulated radiographs are
validated by comparison with DR using phantoms.

Phantoms. Key parts of this work are the DR and
CT phantoms or test objects, helpful in understanding
and validating the simulation codes. The phantoms
were designed to meet several criteria: ability to be
simulated by COG, MCNP and HADES; ease of fabri-
cation; adaptability to different types of problems; and
presentation of a challenging imaging situation.

CT Algorithms. The second aspect of this project
involves merging the improved version of HADES
with a recently developed CT method based on our
CCG optimization algorithm.15 This approach
expresses the image reconstruction problem as a
large matrix equation relating a model for the object
being reconstructed to its projections (radiographs).

Engineering Research Development and Technology5-50



Center for Nondestructive Characterization

The CCG algorithm is used to seek a maximum likeli-
hood solution. The search continues until the match
between the measured projections and the calcu-
lated projections is satisfactory. A flow diagram of
the tomographic image reconstruction process to
recover an object function from radiographic projec-
tions is shown in Fig. 3.

CT reconstruction involves solving an inverse prob-
lem that yields an image or recovered object, which is
in some sense a best match to the observed data. The
goal is to obtain a good estimate of the true object o.
The problem of reconstructing an object from the
observed data can be described as follows: given the
observed data vector p, reconstruct an estimate of the
object, represented by the vector ô, that produced this
data. The statistical relationship between ô and p can
be written as L(p,ô), where L(.,.) is a negative log-
likelihood function.16 The function L(.,.) is determined
by the physics of the property being measured, the
geometry of the measurement system, and the statis-
tics of the noise corrupting the data. The maximum
likelihood solution for estimating o from p is

, (1)

where the vector ô yielded by the Argmin operator is
the value of õ that minimizes L(p,õ).

The difficulty with this estimate of o is that most
inverse problems are ill-posed in the sense that
small changes in p may produce large changes in ô.
This is especially true of limited data CT reconstruc-
tions. Consequently, ô typically is too large and very
noisy. A common method for obtaining better esti-
mates is the regularization or penalized likelihood
approach that adds Euclidean norm and/or absolute
value norm terms to L(p,ô). These terms penalize

ˆ
min

˜
( , ˜)o

o
p o= { }Arg

L

large ô. Frequently regularization is not sufficient to
yield a high quality reconstruction, so any additional
prior information about the unknown must be
included. Many properties such as energy, absorp-
tion, and reflection are inherently non-negative, and
adding this constraint often greatly enhances recon-
struction quality. Furthermore, there often are physical
reasons for placing upper bounds on the estimate.
The result is upper and lower bounds for each
component of the object vector ô. If we denote the
set of o vectors that obey the bound constraints by
S, then our modified maximum likelihood problem is

, (2)

where η and λ are Lagrange multipliers that control,
respectively, the degree of absolute value norm and
Euclidean norm regularization.

A second problem is the dimensionality of Eqs. 1
or 2. The discretized object usually contains 105 to
107 pixels (voxels) resulting in an o vector of the
same length. Conventional nonlinear minimization
algorithms use Newton or quasi-Newton techniques
that require storing an approximation to the inverse of
the matrix of second partials of L(p,ô) with respect to
ô. Because even a 105 × 105 matrix is too large to
store in memory, these techniques are not appropri-
ate for the inverse problems we are considering.

In the case of an unconstrained problem, such as
Eq. 1, either the conjugate gradient algorithm, which
in effect builds up second derivative information
without directly storing it, or limited-memory quasi-
Newton algorithms, which store a low rank approxi-
mation to the inverse matrix of second partials, are
the methods of choice when the dimensionality is too
large for conventional quasi-Newton methods.
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For constrained problems, such as Eq. 2, conven-
tional optimization techniques usually allow only
one variable per iteration to attain a bound, so for
very large bounded inverse problems these tech-
niques are very slow since they spend too much
effort finding bounds. Consequently, standard
approaches to inverse problems use the projection
onto convex sets (POCS) algorithm,17 the expectation-
maximization (EM) algorithm,18 or variants of the
algebraic reconstruction technique (ART).17 These
methods can attain multiple bounds in an iteration,
but they essentially use a steepest descent strategy
and converge very slowly, sometimes not at all.

We have developed an extension of the conjugate
gradient algorithm that incorporates bound
constraints on the variables.15 It is unique in that it
incorporates a bending line search, which allows
multiple variables per iteration to attain bounds.
Given the dimensionality of our problems of interest,
this is a major advantage over the conventional
techniques. Our algorithm has been applied with
great success to a variety of practical problems.15,19

We have also developed a limited memory quasi-
Newton algorithm that uses the same bending line
search as our CCG algorithm, using matrix updates.20

The choice of algorithm is problem dependent. Our
conjugate gradient algorithm requires an accurate
line search to ensure fast convergence. Fortunately, it
is possible to take advantage of the special structure
of most tomography problems to greatly reduce the
effort required by the line search.21 On the other
hand, when symmetries or complicated prior informa-
tion are applied to the reconstruction problem, or
when blurring occurs in the projection data, the
special structure may no longer apply, and our quasi-
Newton algorithm is usually a better choice.

CT Imaging Artifacts. Our work on improving the
accuracy of tomographic reconstructions is highly
dependent on improved reconstruction algorithms. This
year we have concentrated on three issues: reducing
artifacts, mitigating the effects of beam hardening, and
compensating for blur. These issues are highly complex,
and we will continue our work on them in FY-00.

The problems our techniques have been designed
to handle can be described as follows. First there is
a deterministic model of the relationship between
the unknown object and the projection data:

(3)

where the vector ô represents an estimate of the
unknown object we wish to reconstruct, and h is a
function that represents such effects as geometry, g,
and absorption that lead to the expected data that
would result if ô were the true object. The actual

p̂

ˆ ( ˆ)p o= h

observed data is p, and the estimate of the true
object is obtained by using an optimization algo-
rithm to adjust ô so that p̂ is a best fit to the actual
data according to some criterion function, say

f (p, p̂). (4)

where the choice of the criterion function depends
on the statistics of p. Consequently, our reconstruc-
tion problem involves minimizing with respect to a
function of the form

. (5)

If L(p,ô) is the negative log-likelihood function,
the recovered object is the maximum likelihood esti-
mate of the unknown.

Artifacts in a reconstructed object are frequently
caused by outliers in the observed projection data p.
These outliers can result from mismodeling the
imaging system, bad detectors, and “hits” from
extraneous radiation. The maximum likelihood
method is generally highly sensitive to outliers.
Robust statistical methods22 involve modifying f (p, p̂)
to make the resulting estimator much less sensitive
to outliers, yet have it perform almost as well as
maximum likelihood in the absence of outliers. For
tomography systems that are photon rich, the typical
assumption is that noise on the observed projection
data p is, in the absence of outliers, Gaussian with
constant variance. The maximum likelihood princi-
ple leads to applying a least-squares fit between the
observed data p and the modeled data p̂ . The
squared error function is

, (6)

where the residual vector r =p – p̂ is one indication of
mismatch between the observed data and the model
of the data. Unfortunately, this criterion function is
very sensitive to outliers. For example, suppose
N=10,000 in Eq. 6, and the magnitude of a typical
component of the residual is 1.0, except for one
component rk whose value is 100.0. Then rk
contributes roughly as much to the squared error as
do all the other components combined, and the mini-
mization algorithm will try very hard to match the
outlier at the expense of all the other data points. 

The most common robust criterion is

, (7a)
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The function g(r) transitions smoothly from a
squared penalty to a linear penalty, thereby reduc-
ing the influence of large residuals. The choice of c
is data dependent.22 We have demonstrated both
that CCG is very effective in minimizing Eq. 5
when Eq. 7 is the criterion function and that this
approach greatly improves reconstruction quality
in the face of outliers. The effectiveness of CCG
has permitted—to our knowledge—the first
successful application of robust statistical tech-
niques to tomographic inverse problems.

Adding a saturation region to Eq. 7b for very large
data mismatches results in the criterion function:

. (8)

This function is even more robust in the face of very
large outliers than is Eq. 7b. Unfortunately, using Eq. 8
makes L(p,ô) a nonconvex function of ô; consequently,
it has local minima. Typically, using g(r) as in Eq. 8 and
starting with ô=0 results in convergence to a local
minimum and a meaningless reconstruction.

One solution is first to solve the problem using
Eq. 7b; then use the resulting ô as a starting point
for the problem defined by using Eq. 8. We have
found this approach to be satisfactory, although
there is no guarantee of convergence to the exact
global minimum.

This year we have demonstrated that robust tech-
niques show great promise for artifact reduction in
tomography, but much work remains to be done. We
intend to study other robust criteria. For example,
changing the saturation region in Eq. 8 to a zero
response region would force the reconstruction algo-
rithm to pay no attention whatever to very large
residuals, but local minima would be an even more
serious problem. In the cases of photon-starved
x-ray tomography, neutron and proton tomography,
and emission tomography, the appropriate noise
model is Poisson, not Gaussian. The residuals do not
appear directly in the Poisson likelihood function, so
the functions in Eqs. 7b and 8 are not immediately
useful. In particular Eq. 7a must be replaced by

, (9)

to obtain the maximum likelihood estimate.23 There
is no clear best approach to making the Poisson
likelihood function robust though several possibili-
ties exist.22,23

Beam Hardening. Another cause of artifacts in
reconstructions is due not to data errors but to
mismodeling. The model for the intensity or energy,
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I1, deposited on a detector for a polychromatic x-ray
source for a single ray projection is given by

, (10)

where I0 is the incident intensity or energy on the
object, a(l,E) is an attenuation function that depends
both on the position l along the ray and the spectral
frequency or energy E, and T(E) is the spectral
energy distribution function of the x-ray source.24

The value of a(l,E) at each point l along the ray
depends on the densities and absorption character-
istics at spectral frequency E of each material
present at location l. Most reconstruction algorithms
neglect the effects of a polychromatic source and
use the simplified model

. (11)

Unfortunately, the absorption of most materials is a
strong function of x-ray spectral frequency with
absorption generally being higher at lower spectral
energies. Consequently the spectral distribution at the
detector is different from that at the source. This
phenomenon is called beam hardening or spectral
hardening, and use of Eq. 11 rather than Eq. 10 can
lead to severe artifacts (see Fig. 1). If we let the data
vector  be the logarithm of the detector data described
by Eq. 11, then the discretized version of Eq. 11 leads
to the following simple linear model for Eq. 3:

, (12)

where the matrix B represents the geometric relation-
ship between object voxel and detector position. The
usual approach to reducing the effects of beam harden-
ing artifacts is to solve the problem defined by Eq. 12,
correct for beam hardening in the logarithmic data
vector, and then solve the problem once again by fitting
the corrected data vector (see Fig. 2c and d).

In the first half of this year we developed a
much better approach to avoiding beam hardening
artifacts using the original detector data (we took
no logarithm) and a discretized version of Eq. 10
for Eq. 3. For the single material case, the model
was

. (13)

In Eq. 13 we divided the x-ray frequency spec-
trum into Nfreq bins so that Ik was the incident
energy in the kth bin and µk is the mass absorption
coefficient for the kth bin. The row vector bi is the ith

row of the geometry matrix B, and ô is the unknown
vector of material densities. 
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We have implemented this model, and we have
demonstrated that it is a superior method for miti-
gating the effects of beam hardening on reconstruc-
tions of simulated data. We achieved this success
because both our CCG and our limited-data quasi-
Newton algorithms were able to deal with this highly
nonlinear model, whereas the usual steepest
descent approaches typically failed. 

We also considered the multiple material case in
which o becomes:

, (14)

where there are Nmat materials, and is the density
of the mth material in the jth voxel.
This leads to the model

, (15)

where is the absorption of the mth material in the kth

spectral bin. Unfortunately, the multiple material prob-
lem is highly ill-posed and our algorithms converged
slowly to poor reconstructions. This is not surprising: by
assuming Nmat materials we increase the number of
unknowns by a factor of Nmat over the single material
case, but the amount of data stays the same.

In the case where the region of each material in
the object is known, our bound constraints can be
used to make the problem better behaved. If these
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regions are not known, spectrally selective detec-
tors can be used to increase the amount of data at
each detector location. We successfully used spec-
trally selective detectors to solve an important
waste drum tomography problem.25−27 This work
is currently being commercialized. Not only will
this approach mitigate beam hardening, it also has
the possibility of localizing or detecting materials
in an unknown object. We will continue this work
in FY-00.

Blur reduction. For many tomography prob-
lems blurring of the projection data is a serious
issue. This blurring can be induced by finite beam
spot size and other phenomena in the imaging
system. This year for the blurring problem we
neglected beam hardening issues and focused
solely on the linear model described by Eq. 12.
Blurring may be removed with a deconvolution
algorithm prior to applying a reconstruction algo-
rithm; however, an approach that is both more
computationally efficient and more appropriate
statistically is to fold both the blur model and the
projection model into the deterministic model of
the relationship of the object and the data shown in
Eq. 3. Let the noise-free and blur-free projection
model be given by

u = Bô (16)

where B is the geometry matrix defined earlier. Now
let the blurring model be given by:

, (17)

where is the modeled blurred projection data andp̂

p̂ Cu=
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Figure 4. (a) Photograph of a cast Mg-alloy tensile bar. The bar is 11.5-cm long with a maximum diameter of 1.8 cm. (b) An experi-
mental radiograph of a Mg tensile bar obtained by KCAT with a 75-kV source and a 0.08-mm Al filter. (c) A HADES simulated radi-
ograph of the Mg-alloy tensile bar obtained with a 75-kV source and 0.08-mm Al filter. 
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C is a matrix representing the point spread function
(PSF) that caused the blur. Equation 3 now becomes

, (18)

where A=CB. Because Eq. 18 must be computed
many times in either of our two optimization algo-
rithms, computational efficiency is a serious issue.
Equation 16 represents a collection of line integrals,
so B usually is very sparse. Furthermore, if the blur-
ring function is shift invariant, which is usually the
case for x rays and some times the case for neutrons
but not the case for protons, then Eq. 17 can be
calculated using FFTs. Therefore, calculating Eq. 16
and then Eq. 17 may be more efficient than imple-
menting Eq. 18 directly.

This year we have developed a FFT-based imple-
mentation of Eq. 17 and its adjoint (which our algo-
rithms also require) and we have used this imple-
mentation to develop a highly effective
deconvolution algorithm that permits use of all the
possible criterion functions that we have described
above. We have successfully applied this algorithm
to astronomical data. In the future we intend to
merge our blurring model with the beam hardening
models described above.

First Year Accomplishments

Implementation of HADES. HADES has been
ported to computers to be used for radiographic
and tomographic simulation studies. The first
project for which the code has been used is to
model a Mg alloy (AM60, ~6% Al) tensile bar.
Cast light metals, Al and Mg, are being used in

ˆ ˆp Ao=

an ever-increasing number of applications to
reduce automobile weight for improved gas
mileage and lower emissions. The tensile bars
are used for material strength testing. Notched
Mg tensile bars are being characterized by radi-
ographic and tomographic imaging before and
after mechanical testing. 28 The damage in these
bar specimens will first be determined using CT
and subsequently by metallography analysis
intended to benchmark the CT technique. 

Low-energy radiographs have been taken of the
bars for tomographic image reconstruction as
shown in Fig. 4b. HADES is being used to generate
synthetic radiographs of notched Mg bars with
defects, to determine the smallest defects that can
be characterized by CT. This will help understand
the CT performance, and segmentation methods of
CT data and conversion to finite-element analysis
(FEA) meshes. 

We simulated a radiograph of a pure Mg tensile
specimen using the actual object and scanner
(512 × 768 pixels, 0.0218-mm pixel size, 77-mm
source-to-object distance and 92-mm source-to-
detector distance (sdd)) geometries. The source
was modeled at 75 kV with 0.08-mm Al filter. The
detector efficiency was determined and included
into the HADES simulation. The PSF of the detec-
tor was not determined and thus was not included
into the HADES simulation. The resultant simu-
lated radiograph is shown in Fig. 4c. We are
currently incorporating the actual CT spectrum
and detector response.

Experimental Set-Up. For our experimental
work we have focused on using LLNL’s 9-MV LINAC. 

Recently, commercial detector arrays have
become available that are based on fabrication meth-
ods developed for flat-panel displays. Early this fiscal
year we began evaluation of an amorphous-Si (a-Si)
array made by dpiχ29 for use with the 9-MV
Bremsstrahlung spectrum. These preliminary results
are so exciting (see Fig. 5) that we have decided to
use the dpiχ “Flashscan 20” detector for our experi-
mental work.

The Flashscan 20 is a flat-panel array of light-
sensitive photodiodes using thin film transistors.
The Si is amorphous, resulting in good radiation
resistance. The active area of the 12-bit a-Si array
is 19.5 cm × 24.4 cm, with 1536 × 1920 pixels of
size 127 × 127 µm. This array must be used with a
scintillator to convert x-ray radiation energy to visi-
ble light. We have selected a commercial mammog-
raphy “screen”, Min-R, as having the best spatial
resolution and sensitivity for this application.30

Phantoms. We selected the following test objects:
Cu-step wedge—We designed and fabricated a
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Figure 5. Experimentally determined MTF of a radiographic
3.175-mm-thick depleted-U edge for the Min-R/dpiχ detector
system and two scintillator/lens/CCD detector systems at LLNL.
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thickness
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Figure 6. CAD draw-
ing of the Cu-step
wedge with as-built
dimensions overall
and for each step. An
L-bracket was also
fabricated of Al to
support the Cu-step
wedge and to mini-
mize x-ray scatter
(not shown).

step wedge with Pro-E software, fabricated from
certified CDA 110 Cu, inspected and density verified.
The wedge is 101.7 mm wide and 175.0 mm long. A
solid model with as-inspected thickness for each
step is shown in Fig. 6. A full inspection report with
perpendicularity and parallelism is available by
request to logan2@llnl.gov. 

Ta edge—An edge is a widely used configuration
with which to evaluate the frequency response of an
imaging system. The edge-spread function (ESF) and
the modulation transfer function (MTF) are derived
from the image of an edge.  Ideally one desires the
edge to be very highly attenuating for the incident
x rays and to be of zero thickness to eliminate align-
ment errors. We chose Ta with 8-mm thickness as an
attainable compromise. Because 9-MV radiation is
so penetrating and because nearly every primary
interaction results in secondary photons and parti-
cles that can reach the detector, an MTF derived
from an edge image contains many effects not
present at lower energy. This measure of 9-MV imag-
ing performance cannot be compared to similar
measurements at lower energy or even 9-MV
measurements done with a different object.

Ta slug—We have an existing Ta cylinder that is
24.7 mm in diameter and 20.6 mm long. For
imagers at 450-kV tube potential and below, the
length of this object is sufficient for it to be effec-
tively opaque (attenuation >105). This object is
present in some images at 9 MV, but we do not
consider it opaque at this energy.

Nail CT Phantom—This is a CT phantom of steel
nails, and steel and Al bolts arranged for easy inter-
pretation of CT artifacts if alignment errors exist.

D-38 CT Test Object—Its main interest to this
project is the larger features and the fact that it is
made of dense material.  

BTO—This is a high-opacity, axially-symmetric,
British-made test object (BTO). Its main interest to
this project is the simplicity of the geometry, high
opacity (100 g/cm2) and the fact that many labs in
the US and UK are imaging this object.

W shell—This object is widely used in imaging
applications. 

Opaque Rod—This object is important to provide
a means of estimating room return and detector
scatter. For this purpose, it is placed between the
source and detector so as to block direct primary
radiation from the detector. As with many other
aspects of x-ray imaging, this can be difficult when
using a 9-MV spectrum. The rod is W in the form of a
right circular cylinder with ~150-mm length. By
making the diameter large, ~50 mm, we ensured
that the region near the center of the rod x-ray
shadow is nearly free from object scatter as well. 

Experimental Results. We acquired a series of
radiographic images with 6-m sdd and two different
object-to-detector distances (odd), 1 and 0.5 m.
Photographs of the experimental DR and CT set-up
are shown in Fig. 7. For the Cu-step wedge, we also
acquired data at 0-m (on the detector) and 0.2-m
odds. The Cu-step wedge was positioned with the flat
surface of the wedge towards the detector. For the Ta
edge we acquired data at 0- and 1-m odds. Two data
sets with the Ta edge in the vertical and horizontal
directions were obtained for each distance to deter-
mine any difference in the detector response. The
opaque rod, and Ta edge and slug radiographs were
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Figure 7.
(a) Photograph of
the 9 MV LINAC and
Min-R/dpiχ experi-
mental set-up.
Overall view of the
setup. (b) Close up of
the detector and
rotational table with
nail CT phantom.
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(a) (b) Figure 8.
(a) Representative
experimental 9-MV
radiograph of the Ta
edge (left) and slug
(right), and opaque
rod (middle). These
phantoms were
located on the detec-
tor front surface
supported by foam for
an object-to-detector
distance of 0 m.
(b) Profile of the Ta
edge and opaque rod.
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acquired at 0-m (see Fig. 8) and 1-m odd. We also
acquired CT data of the nail CT phantom. For this
data the center-axis-of-rotation of the CT system was
located at a 1-m odd. 

We used the opaque rod to understand scatter in
the detector and to measure back shield albedo
influence on the dpiχ imager. An important finding of
this work31 is that the observed signal in the
shadow of the opaque rod is 8% of the unattenuated
signal, even with no back shield albedo contribution.
This work also establishes design guidance for
shield design and placement.

Simulation and Experimental Results. Models
of the test object’s structure have been generated
for the HADES ray-tracing simulation code. To vali-
date these models a monoenergetic (4 MV) photon
source and perfect detector were used to generate
most of the simulated radiographs. Simulated and
experimental radiographs for the nail CT phantom
are shown in Figs. 9 and 10, respectively.
Figure 10 also shows representative experimental
results at 9 MV of a convolution back-projection
reconstructed image of the nail phantom. Simulated
radiographs for different assemblies of the D38 CT
test object are shown in Fig. 11. Simulated and
experimental radiographs of the BTO are shown in
Figs. 12 and 13, respectively. Some of the simu-
lated radiographs were reconstructed into tomo-
grams such as the BTO as shown in Fig. 12.
HADES, COG, and experimental radiographs for the
Cu-step wedge are shown in Fig. 14. 

The simulated radiographic and tomographic
images were compared with the original mechanical
drawings for each of the test objects. This validates
the complete simulation process of going from
mechanical drawings through simulated radiographs
to reconstructed tomograms. Now that we have
agreed upon the experimental source (9 MV) and
detector (Min-R/dpiχ) for the radiographic system
more realistic calculations are being performed.
Other effects, such as energy distribution of the
source, finite source spot size, detector response,
and scattered radiation, are being treated as well.

The energy distribution of the radiation source
used by HADES can be read from a user-specified
input file corresponding to the radiation source of
interest. Radiation distributions corresponding to
any particular accelerator are obtained from full-
physics Monte Carlo simulations, using machine
drawings and materials specifications supplied by
the manufacturers (Fig. 15). The source spot is
assumed to be Gaussian, and its effect is included
either by blurring the simulated image or, as of this
year, by directly tracing multiple rays from the
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(a)
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Figure 9. (a) Photograph of the nail CT phantom. Two HADES
simulated monoenergetic 4-MV radiographic images [(b) top
view and (c) side view] of the nail CT phantom.
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(a) (b) Figure 10.
(a) Experimental
9 MV and Min-R/dpiχ
radiographic image
(units are ln Io/I) of
the nail CT phantom.
(b) CBP reconstructed
experimental
CT image of the
phantom (units cm-1).
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Figure 11. (a) Two
assembly drawings of
the D38 test object.
(b) HADES simulated
monoenergetic 4-MV
radiographic image
of its respective
above drawing.
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Figure 12.
(a) Photograph of
the BTO. (b) HADES
simulated monoener-
getic 4-MV radi-
ograph. (c) A repre-
sentative reconstruct
ed tomogram at the
central vertical plane
of the BTO.

(b)

(c)

(a)

Figure 13.
(a) Representative
9 MV and Min-R/dpiχ
experimental radi-
ographic image (in
digital detector level
units) of the BTO. The
grey scale was
adjusted to enhance
the outer portion of
the BTO. (b) Profile
from the line in the
radiograph that
reveals some of the
internal details within
the BTO.
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source distribution to the detector(s). The detector
response, which previously was described as a
Gaussian blur, has been enhanced to include energy-
dependent blur as a user option. 

A schematic of the Monte Carlo detector model is
shown in Fig. 16. The point-spread function (PSF)
of this detector model was obtained as a function of
energy. These results have been added to the detec-
tor library of HADES. 

In FY-99, we have been studying by simulation
the scattered radiation component (or background)
of several radiographically thick objects.  Our expe-
rience in using full-physics Monte Carlo methods to
radiographically model these objects, has led us to
conclude that the scattered radiation in many cases,
is slowly varying (see Fig. 17). We have modified
HADES to read, if desired, user-specified data files
describing radial variation of the scattered radiation
level, as well as the average user-specified energy
spectrum of the scattered radiation. The scattered
radiation level does not have to be flat and the
energy spectrum of the scattered radiation is not a
scaled version of the input spectrum. 

Some aspects of the overall tomography problem
are independent of the object being studied, for
example, incident source distribution and detector
response, may be pre-calculated with full-physics
Monte Carlo codes and stored as user-specifiable
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Figure 14. (a) Schematic showing the source, detector and Cu-step wedge geometry (not to scale). (b) Resultant COG Monte Carlo
simulated radiographic image. (c) HADES simulated radiographic image. (d) Experimental radiographic image at 9 MV.
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input files. Aspects of the overall tomography prob-
lem that depend on the object being studied (for
example, the scattered radiation level), but do not
depend strongly on the fine details of the object’s
structure, may also be included via user-specifiable
files. These files may or may not be updated during
the course of a reconstruction. Thus the experimen-
tal effects being added to HADES improve its overall
realism and its radiographic simulation capability
without compromising HADES speed. 

We have used the Monte Carlo code COG to
model the 9-MV electron-bremsstrahlung x-ray
source and, thus far, three of the six test objects.
Our initial approach has been to use a relatively
simplistic (though still fairly accurate) Monte Carlo
source model and a “boundary-crossing” imaging
detector model (already incorporated into COG).
These simulations are currently being run on the
ASCI Blue-Pacific machine using between 80 and
160 CPUs per run. We are also writing a new imag-
ing module for COG that will allow us to model the
detailed response of the Min-R/dpiχ detector array
(for example, electron energy deposition in the
GdO2S2CH scintillation layer). This should lead to
improved agreement with experimental radiographs
and Ta-edge spatial resolution measurements (see
Fig. 18).

Comparisons between Experiments and
Simulations. The Ta-edge radiographs were used to
determine the MTF for the Min-R/dpiχ detector
array. This was determined by the edge-spread func-
tion method. This method requires a profile across
the edge, the differential of this edge and then the
Fourier transform is taken of the differentiated edge.

The transform results are normalized to unity and
only the positive frequencies are plotted. This is a
convenient experimental procedure for characteriz-
ing the spatial response of an imaging system. 

To be a pure measurement of the imager, the
edge should be positioned close to the imager to
effectively eliminate source size contributions. It
should also be opaque to radiation and not be a
source of scattered radiation. It must also be thin
to facilitate alignment. While convenient, this
method is prone to error and uncertainty regarding
the low-frequency portion of the response. This
information is carried in the subtle roll-off in signal
at large distance from the edge. It is difficult to
measure in the presence of noise and effects from
non-uniform radiation field. In addition, when this
type of measurement is done using 9-MV radiation,
the edge is neither opaque nor non-scattering.
When deriving an MTF in this manner, it is impera-
tive that the line-out and its derivative extend over
sufficient distance to capture the low frequency
effects. The results will depend on the extent of the
data. If the data do not sufficiently capture the low
frequency content, then all the derived MTF for
higher frequencies is incorrect.

We present MTFs derived from the Ta edge in
Fig. 18. Note that for our work we orient the dpiχ
detector with the long dimension of the panel hori-
zontal. Much of what is indicated by these MTFs is
understandable and reassuring.

First, the MTF is reduced when the Ta edge is 1
m from the panel (odd = 1 m). We expect this
because the source penumbra projected onto the
panel is about 400-µm full width at half maximum
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and this should cause the MTF to approach zero
around 2 lp/mm. 

Second, the MTF is slightly smoother but little
different when we average more pixels. This is also
as expected. 

Third, no significant change is seen when compar-
ing the intensity image (I) to the normalized image
(I/Io). This is the case, because we have attempted to
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Figure 18. Experimentally determined MTF data of the Min-
R/dpiχ detector at 9 MV determined from the Ta-edge radi-
ographs. (a) MTF for the intensity, I, radiograph. The edge
extracted was averaged over five pixels in width to reduce
noise. (b) MTF for the I/Io radiograph. The edge was averaged
over five pixels. (c) MTF for the intensity radiograph. The edge
was averaged over ten pixels. The horizontal and vertical label
refers to the orientation of the Ta edge. A profile was extracted
normal to this edge to calculate the MTF.
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Figure 17. Line outs of a full-physics Monte Carlo simulated radi-
ographic image of the Cu-step wedge. A 9-MV Bremsstrahlung
source was used to generate the radiograph. (a) Cu-step wedge
20-cm from the detector. (b) Cu-step wedge positioned 1 m from
the detector.  This shows that we can estimate scatter from simu-
lations of different experimental geometries. Note that the scat-
tered radiation is slowly varying as compared to the object. Thus
we believe that the scatter within HADES needs only to be
updated periodically.
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linearize the detector response by calibration, and
we do not expect large field-flatness effects.

However, there is one unexpected result depicted
in Fig. 18. The MTF in the dpiχ detector is different
in the two directions for odd = 0 m. This is probably
not attributable to source asymmetry since it
persists with the Ta edge in contact with the detector.
It must be a property of our dpiχ detector when these
data were acquired. We were experiencing poor
detector performance in that we were getting high
line-to-line noise in one direction in the detector.
More work is required to understand these results.

Figures 17 through 21 show examples of our
codes’ abilities to predict artifacts that occur for a
specific combination of photon source, experimental
object, experimental configuration, and detector
system. Figure 17 shows MCNP-based estimates of
the level of scattered radiation that is expected at
the detector plane, as the odd is changed from 0.20
to 1.0 m. The calculations suggest that there should
be a measurable decrease in the background level
as the object approaches the source. This prediction
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HADES simulated
results and experi-
mental results for the
Cu-step wedge 1 m
from the detector. (a)
HADES results with a
9-MV Bremsstrahlung
source and a perfect
detector. (b) HADES
results with a 9-MV
Bremsstrahlung
source and a Monte
Carlo determined
detector response
function.
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Figure 19. A horizon-
tal attenuation
profile from each of
the Cu-step wedge
experimental radi-
ographs obtained at
several distances
from the detector, as
labeled. It should be
noted that the
magnification of the
object is increasing
as the object gets
closer to the x-ray
source. This was not
corrected for in the
data shown.

is confirmed by the experimental results shown in
Fig. 19. The data in Fig. 19 have not been re-scaled
to be distance at the object. It is encouraging that
the experimental radiographic data of the Cu-step
wedge also reveal that several steps are not
observed when the wedge is placed on the detector,
which is consistent with the simulation results given
in Fig. 17.

A more quantitative comparison between simula-
tion and experimental results is shown in Fig. 20.
Our first HADES simulation results (Fig. 20a) do
not match the experimental results. In this case the
HADES simulation did not account for all of the blur
due to the detector. Note that the simulated results
show a sharp step function while the experimental
data are more blurred. We modeled only the detec-
tor’s physical pixel size of 127 × 127 µm2. As
mentioned earlier we modeled and studied the Min -
R/dpiχ detector PSF as a function of energy.
Incorporation of the PSF into HADES simulations of
the step wedge (Fig. 20b)begins to account for
much of the distortion caused by the detection
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system: the rounding of the steps is due to the long
“tail” in the experimentally measured ESF of this
detector. Note that the HADES simulated results in
this case provide a much better match with the
experimental data. 

The ratio of the measured intensity to our
HADES calculated intensity is shown in Fig. 21.

There is a low-frequency error of a few percent,
suggesting possibility of improving the assumed
energy distribution of the photon source and/or the
energy-dependent sensitivity of the detector model.
There is also a high-frequency component, suggest-
ing the need for an improved understanding of the
blurring processes.

Image Reconstruction Algorithms. The recon-
struction process associated with CCG can be
described as follows. First an initial value for the
desired image of the object is chosen. Then a
forward projector model calculates the radiographs
associated with this image. CCG then compares
these calculated radiographs with the actual projec-
tions or radiographs and determines a better set of
values for the image. The process is repeated until a
satisfactory stopping point is reached. The ultimate
goal of this part of the project is to create HADES-
CCG, where HADES supplies the projectors and CCG
performs the image reconstruction (see Fig. 3). 

CCG has a number of stopping criteria built into
the code. At this time these criteria do not seem to
work with the cone-beam forward projection geome-
try. JCONE-CCG is being used to study how to deter-
mine when to stop the search during cone-beam
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Figure 22. Successive iterations (from left to right, top to bottom) of JCONE-CCG for reconstruction of a single slice from high-energy
neutron data of a test object consisting of nested cylinders of different materials (W/brass/polyethylene). The later iterations show
interior details machined into the inner polyethylene cylinder.
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Figure 21. The ratio of the experimental data to HADES simu-
lated data from Fig. 20 reveals that there are still some
discrepancies that need to be further investigated.



image reconstruction. One effective stopping crite-
rion involves plotting the norm of the residuals
versus the norm of the solution.32 The residual is
the difference between the calculated and measured
radiographs, ||Bô – p||. This method was used to
analyze experimental high-energy neutron data of a
test object consisting of nested cylinders of different
materials (W/brass/polyethylene). The inner cylinder
(polyethylene) featured a set of slots of different
depths. Figure 22 shows the same cross-sectional
slice of the object for each iteration obtained by
JCONE-CCG. Note that the slots in the polyethylene
are clearly visible in the later iterations. 

The plot of the norm of the residual versus the
norm of the solution for each iteration is shown in
Fig. 23. The norm of the residual decreases as the
solution approaches the correct value. The norm of
the solution provides a measure of the change of the
solution from one iteration to the next. As seen in
Fig. 23, the curve shows an initial steep drop as the
image rapidly approaches the best solution. After a
point the curve begins to level off, at this time the
search begins to work on noise. This can lead to
undesirable results. With respect to Fig. 22, it can
be seen that before iteration 5 (View 4) some of the
object features do not appear as clearly as after iter-
ation 5. After iteration 8 it appears that the object
becomes noisier and eventually two parallel lines
appear across the object beginning around iteration
9 (View 8). 

These lines are not a real effect within this data
as we have observed that these two lines also show
up in the iterations of other data sets. Analysis of
Fig. 23 reveals that the norm of the residuals begins
to level off around iteration 5 and there are only
small changes after iteration 8. We are studying how
to use this and other methods to determine the opti-
mum number of iterations to produce the best
results automatically.

RECON/CCG and HADES are both large compli-
cated codes, created and maintained by separate
organizations. Since the interactions between the
two codes is limited and clearly defined, it has been
decided to run the codes separately and exchange
information between them using shared memory. 

This year we concentrated on three issues: reduc-
ing artifacts, mitigating the effects of beam harden-
ing, and blur removal. We present an example of
artifact removal. Streak and ring artifacts are very
common in tomographic reconstructions. Streak
artifacts result when a detector has been corrupted
in a single projection: the usual cause is a hit by
extraneous radiation. Ring artifacts result when a
detector has been uniformly corrupted over all
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Figure 23. Plot of the norm of the residual versus the norm of
the solution as a function of iteration for the neutron data
shown in Fig. 22. This curve is used to determine the iteration
that contains the best recovery of the object with the least noise.

projections: typical causes are gain misadjustments
and electronics problems in which the detector is
either “cold” (zero) or “hot” (saturated). 

We present a simulated example. The true
unknown is shown in Fig. 24a, and the corrupted
projection data in the form of a sinogram is given in
Fig. 24b. A sinogram is a 2-D image created by
displaying all the detector outputs at one projection
angle along a horizontal line and stacking these lines
according to projection angle. Radiation hits were
simulated by Gaussian mixture noise with probability
0.99 that the noise at a detector is Gaussian with
standard deviation σ, and with probability 0.01 that it
is Gaussian with standard deviation 100 σ.
Consequently, there is a hit 1% of the time. These
outliers are obvious as speckles in Fig. 24b. The
projection data were further corrupted by setting one
detector output to zero for all projections, the result
is the vertical line in the sinogram. The maximum
likelihood estimation method with the usual assump-
tion that the noise on the observed data is Gaussian
with constant variance leads to the usual least-
squares fit between observed data and modeled data
generated from the current estimate of the unknown
image. Least-squares is the method commonly used
in iterative tomography algorithms. 

Unfortunately, the squared error function is highly
sensitive to outliers. This is demonstrated in the
image reconstructed using least squares shown in
Fig. 24c. Radiation hits caused the streak artifacts
in Fig. 24c, and the cold detector produced the ring
artifact.  We used robust statistical methods to miti-
gate the effects of the outliers. 
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Our initial investigation into using this method to
reduce these artifacts was only partially successful.
Work continues in this area. 

Other work on artifacts due to outliers, beam hard-
ening, scatter and blurring will continue for the rest of
the year and through FY-00. We are currently extending
our robust algorithms to Poisson data problems that
occur in photon-starved x-ray tomography, neutron and
proton tomography, and emission tomography.

In addition, we have developed algorithms that
model selective attenuation at different spectral
energies. These algorithms model beam hardening
directly in the reconstruction process, rather than
using a polynomial correction for this in the sino-
gram before image reconstruction. These algorithms
apply to both the single material and the multiple
material problems. 

Finally, we have developed an efficient deconvolu-
tion algorithm to deal with the blurring problem, and
we are in the process of incorporating it into our
tomography algorithms. 
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Figure 24. Simulation
results for CT artifact
reduction. (a) Original
true image.
(b) Sinogram with
outliers—bad single
pixels and a bad
detector that creates
the column of bad
pixels. Reconstructed
image with (c) least
squares penalty—a
typical CT method,
(d) squared to linear
penalty, and
(e) squared to linear
to a saturated penalty
statistical method.

First, as described by Eq. 7, we modified the
squared error function so that it transitioned from a
squared penalty for small mismatches between
observed data and modeled data to a linear penalty
for large mismatches, thereby making the fitting
function much less sensitive to outliers. The result is
shown in Fig. 24d: the streak artifacts have disap-
peared, but an attenuated ring artifact remains. To
improve the reconstruction further, we added
another transition from the linear penalty for large
mismatches to a saturated penalty for very large
mismatches. This error function is shown in Eq. 8.
The result of using Eq. 8 is shown in Fig. 24e where
the ring artifact has almost completely disappeared.
To our knowledge this has been the first application
of robust statistical techniques to tomography. This
was made possible by the effectiveness of CCG in
minimizing the modified cost functions. The results
for our simulated example were dramatic. 

There are many real problems at LLNL and else-
where that are replete with streak and ring artifacts.
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Summary

Preliminary scattering models have been incorpo-
rated into HADES and this code has been trans-
ferred to LLNL programs. HADES is being used to
simulate a Mg tensile bar specimen. 

We are using an a-Si array with a Min-R scintilla-
tor at 9 MV for radiographic and tomographic imag-
ing. The spatial response for this system has been
measured. Monte Carlo simulations were used to
determine the energy spectrum for the source and
detector spatial response as a function of energy. 

We have acquired experimental radiographs and
HADES simulations for all test objects, and detailed
COG simulations for some of them. We have begun
validation of the radiation models by comparison
with experimental radiographs. 

Incorporation of both the source spectral infor-
mation and detector PSF were required to improve
HADES simulated radiographs to within 5% of the
measured radiographs. These results are encourag-
ing however, we need better agreement than this to
get tomographic image reconstructions with 1%
accuracy. 

We have determined a method to merge the
CCG and HADES codes into a new image recon-
struction code.

Future Work

We will demonstrate accurate and fast radi-
ographic simulation tools by further investigation
and refinement of our Monte Carlo and HADES
models to improve the agreement with the measured
radiographic results. We will complete the designs
and fabrication of phantoms such as an opaque test
object. Experimental radiographs of the test objects
will be acquired as well as more emphasis placed on
CT projection data. The merging of CCG and HADES
will be completed and several performance tests with
simulated and experimental CT data will be studied.

We need to demonstrate that our methods to
reduce CT artifacts in simulated data work as well
with experimental data. New methods will be
developed to reconstruct images of objects with
high-Z/high-density (opaque) components, which
compromise traditional CT algorithms. 
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ltra-Wideband Phased Array
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Introduction

The Micropower Impulse Radar (MIR) program at
Lawrence Livermore National Laboratory (LLNL)
has led to many successful demonstrations of ultra-
wideband (UWB) radar, such as concrete bridge
deck inspection (HERMES) and plastic mine detec-
tion (LandMark). These applications use a single
transmit/receive unit or an array of transmit/receive
units, which essentially operate independently of
each other and not in a phased array configuration.
With the low power available from MIR transmitters,
signal-to-noise ratios limit the useful radar range of
single-channel MIR implementations. Target
detectability is a function of power on the target. To
increase power on the target, an array of MIR
transmitter/antenna units can be time-triggered to
transmit as a time-domain UWB phased array.

UWB phased arrays have several unique character-
istics that are not achievable with narrow-band phased
arrays. We have explored several of these unique char-
acteristics. In contrast to narrow-band phased arrays,
UWB phased array elements can be sparse and
randomly spaced. Also beam-width and side lobe level
can be independently controlled. Therefore, there are
several significant reasons to investigate UWB time-
domain phased arrays, including extended radar range,
deeper penetration into solid materials, side lobe level
versus radiated beam-width, and beam steering.

Important applications of UWB phased arrays
include characterizing deep underground structures,
monitoring fluids and fluid flow in the earth for envi-
ronmental restoration, detailed imaging of distress
in concrete infrastructures, and vehicle control in
subway systems (such as the San Francisco transit
system, BART) and the Automated Highway System
(for example, intelligent cruise control).

This report presents the initial steps of a new
program to develop a core technology in high-power
arrays for 3-D image formation and visualization in
dense media such as the subsurface of the earth. The
program is built on the extensive body of work at LLNL
in geophysics,1−4 MIR technology,5 ground-penetrating
radar (GPR) imaging,6−8 and laboratory measurements
of electromagnetic (EM) properties of materials.9

To determine the utility of high-power UWB
arrays, proof-of-principle experiments and array
modeling were performed. These experiments
required assembling a time-domain phased array
using MIR technology. The proof-of-principle experi-
ments included assembling and testing a two-
element, a four-element, and an eight-element trans-
mitting array. The model studies included
calculating the radiation patterns of arrays of UWB
transmitters as a function of number of elements
and element spacing for a linear array and a planar
array. Also radiation patterns were calculated when
beam steering is invoked.

Applications of high-power arrays include charac-
terizing underground facilities (UGFs), battle-
damage assessment of targeted UGFs, detection and
mapping of unexploded ordnance (UXO), and
geophysical surveys, such as earthquake assess-
ment and monitoring fluid flow. The deployment of a
sparse multi-element UWB array, which includes
multiple time-synchronized transmitters, has not
been done before.

Past UWB and GPR research has included devel-
opment of single-channel radar systems and data
processing methods for locating hazardous waste,
profiling lake bottoms, determining characteristics
of geological interfaces, and evaluating civil structures
and materials such as concrete.10–13 The multi-
element UWB system signal-to-noise (SNR) will
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We have explored the unique characteristics of ultra-wideband phased arrays. We performed proof-
of-principle experiments and calculated radiation patterns as a function of number of elements and
element spacing for a linear and a planar array.
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increase over a single-channel UWB system by
using an array of time-synchronized UWB transmit-
ters to put more energy on a subsurface volume
element (voxel).

Progress

Recent advances in diffraction tomography,14 in
seismic exploration,15 and in acoustical diagnostic
imaging16 have come from using multiple transmit-
ting and/or receiving elements which look at the
same voxel from a variety of angles. In the future we
propose using multiple transmitters and multiple
receivers in large time-domain phased arrays.
Simultaneous triggering of the multiple transmitters
increases radar range by putting more power on the
target, while the multiple receivers collect more of
the reflected energy.

Modeling

A typical UWB signal can be characterized as
single cycle of a sine wave called a monocycle. A
Mathcad program was developed to calculate the
radiation pattern from various array configurations
transmitting UWB monocycle signals.

Figure 1 is an example of the time-space radia-
tion pattern for a nine-element linear array. If the
monocycle pulse-width is 1 ns, then the element
spacing is about 1 ft and the array length is 8 ft. The
radiation pattern is created from the superposition

of the nine transmitter pulses synchronized to arrive
on boresight (0°) at the same time. If the observer is
at +90°, then the signal from the nearest transmitter
arrives first, followed by a sequence of pulses from
each of the other transmitters, forming the “side
lobes” of the array radiation pattern.
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steered off boresight by 20°.

Figure 4. Time-space radiation pattern for a 9-×-9-element
planar array with a one-pulse-width element spacing.
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Figure 2 represents the calculated radiation
pattern when the element spacing is two pulse-
widths, doubling the array length and thus
narrowing the 3-dB width of the main beam. The
side-lobe level is the same as in Fig. 1, thus we
have independent control of main-beam charac-
teristics and side-lobe level, a property of UWB
arrays that is not available with conventional
narrow-band arrays.

An example of beam steering is shown in Fig. 3
for the same nine-element linear array. The width of
the main beam increases as the beam is steered off
boresight by 20°.

Modeling was also done for planar arrays as
shown in Fig. 4.

Patterns for a planar array are calculated using a
unicycle pulse (half of a monocycle) for simplicity of
display. The plots are in spherical coordinates (ρ, θ,
and φ) showing the envelope of the beam pattern.

Simple Array Measurements

The first experiment was conducted to determine
the result of transmitting from two MIR transmitters
simultaneously. The purpose is to see if the voltage
wavelets radiated from two transmitters added at
the receiver.

Figure 5 is a diagram of the test setup showing
two closely spaced MIR transmitter/antenna units, A
and B. The transmitters are triggered simultaneously
so that the two transmitted signals arrive at the
receiving antenna at the same time. 

Measurements were made at two ‘separations’:
26 in. and 105 in. The measurement procedure
consisted of first pointing Antenna B away from
the receiving antenna and recording the received
voltage-versus-time signal transmitted by Antenna
A only. Then the measurement was repeated for
recording Antenna B signal only. Finally antennas
A and B were pointed at the receiving antenna to
record the combined transmitted signal.

Figure 6 shows plots of the received signal for
the 26-in. separation for Antenna A and Antenna B.
The individual signals are nearly identical. The
“Antennas A and B” plot, Fig. 7, is the received
signal when both transmitting antennas are
pointed at the receiver. The individual A and B
signals were mathematically added in a computer
and are plotted in Fig. 8, “Antennas A plus B.”
Note that the results are nearly identical. Similar
results were obtained when the separation was
increased to 105 in.

In conclusion, when two identical transmitting
antennas are directed at a receiving antenna the
voltage signals are added, thus doubling the
received voltage.
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Multi-Element Array Measurements

A five-element MIR array was assembled and
tested as illustrated in Fig. 9, with four transmitters
on the outside of the square and one MIR receiver in
the center. The transmitters were synchronized elec-
tronically to focus the multi-element beam about 10 ft
in front of the array. Figures 10 and 11 show the

results of the reflected signal as each transmitter is
turned on in sequence.

The signal reflected from the ground increases in
amplitude as more transmitters are turned on with-
out a noticeable increase in clutter and noise.
Therefore, the signal-to-noise is improved as more
transmitters are used, obviously increasing the
radar range and performance.
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A nine-element linear array was also assembled
and tested as seen in Fig. 12. The single receiving
unit is at the center of the array with four transmit-
ters on either side. The transmitter synchronization
test results are the same as for the five-element
array, except that the reflected signal is the super-
position of eight transmitters. 

Future Work

Other groups both inside and outside LLNL are
showing interest in multi-element UWB arrays. As an
example, a presentation was made to DARPA on using
UWB arrays for UGF characterization. Present day
GPR will not reliably detect deep UGF. Model studies
indicate that a large GPR array will increase radar
range to a level that will interest DARPA and also
DTRA. These programs and others will be pursued.
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Figure 12. Linear array of eight transmitters and one receiver.
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Introduction

Surface velocity measurements are of great inter-
est to the high-explosives physics community.
Currently, physicists at Lawrence Livermore
National Laboratory (LLNL) perform these measure-
ments using a technique called Fabry-Perot
Velocimetry (FPV). Although FPV yields excellent
data, the total number of data channels will always
be less than optimum due to the high procurement
cost of custom hardware, the high manpower costs,
and the large volume occupied by FPV.

Photonic Doppler velocimetry (PDV) is intended to
supplement the FPV diagnostic with many additional
low-cost data channels. Our hardware consists of
commercial off-the-shelf telecommunications compo-
nents that fit together in a small chassis. Data is
recorded on a transient digitizing oscilloscope.

Figure 1 illustrates the basic PDV system.
Infrared light from a laser passes through a multi-
mode fiber-optic coupler and is focused onto a
moving surface by means of a probe lens. The
reflected light is Doppler-shifted and is heterodyned
with a fraction of the laser output in a “square law”
optical detector. Under the appropriate polarization
and modal conditions, the detector generates an
electrical current proportional to the square of the
optical fields. For the Doppler-shifted light, this
corresponds to a beat frequency proportional to the
instantaneous velocity of the target. Multi-mode
fiber is used to maximize the amount of light
collected from the target.

We carried out a successful R&D demonstration
of this technique in FY-98. When operated in parallel
with the FPV diagnostic, our data showed excellent
agreement. At the end of that year, however, it
became clear that another year of development
would be necessary to optimize the signal-to-noise
ratio and improve the stability of the system.

Progress

Our efforts in FY-99 have focused on identifying
the causes of system instability and weak signal
levels. Since we demonstrated consistency of results
with the FPV system during explosives testing last
year, we confined our experiments to the photonics
laboratory this year.

Last year, our actual system configuration was a
bit more complicated than the diagram shown in
Fig. 1. We used commercial off-the-shelf probes that
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had been designed to reduce optical back-reflections
from the surface of the lens to a level of 0.01%. This
is generally a desirable specification in the fiber-
optics industry, but in our case, it required us to
inject a fraction of the laser source power back into
the detector to permit heterodyning with the
Doppler-shifted light. We accomplished this by using
a 2-×-2 fiber-optic coupler as shown in Fig. 2.

Early in the year, we came to the conclusion that
a major source of our heterodyne inefficiency was
due to this practice of having the Doppler-shifted
light and the unshifted laser light traverse different
optical paths on the way to the optical detector. The
Doppler-shifted light was filling different modes and
undergoing different polarization changes than the
unshifted laser light, due to the extra segment of
multi-mode fiber between the probe and the coupler.
The most likely causes of the unstable heterodyne
signal are the spatial overlap of the speckle patterns
and the polarization state overlap of the two signals.

Upon recognition of this problem, we began using
probes having an optical back-reflection of 3%. This
is approximately equal to the level of reflection from
the diffuse moving surface whose velocity we are
measuring. In this new configuration, both wave-
lengths follow the same fiber-optic path, as illus-
trated in Fig. 1.

We also addressed the problem of polarization
instability. The laser generates polarized light, but
multi-mode fiber does not depolarize it. Instead, the
polarization wanders in a random fashion as the
light passes through the fiber. This causes the
heterodyne signal to vary in amplitude. In addition,
repositioning or creating bends in the fiber induces
changes in the polarization state at the detector. In
fact, we have been able to demonstrate almost total
extinction of the heterodyne signal by moving the
fiber into just the right position.

Since the development of a depolarized laser
source was beyond the scope of this project, we built
a polarization diversity receiver, as illustrated in
Fig. 3, to address the polarization instability issue.
The polarization diversity receiver takes the place of
the receiver block in Fig. 1. The incoming light is colli-
mated into a miniature polarization beam-splitting

cube. The orthogonal polarization states are each
collimated into a short multi-mode fiber, followed by
an optical detector. Ideally, when one polarization
state is at a null, the orthogonal state is at a maxi-
mum. However, due to the poor collimation inherent
with a multi-mode source, the actual extinction ratio
is only five to one.

We tested the polarization-diversity receiver on a
low-velocity experiment involving a shock-driven
niobium foil target. The niobium foil has a diffuse
surface and is identical to the material we use for
surface ejecta measurements. Transient digitizer
data from the S and P polarization states is shown
in Fig. 4. Some of the amplitude variation can be
attributed to motion of the target. However, the
drastic amplitude change at 7 µs would suggest that
the polarization wanders on a microsecond time
scale. It is therefore advisable to record both polar-
ization states so that a high signal-to-noise ratio can
be obtained from one channel or the other.
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The Doppler beat frequency signal from each
channel was converted to instantaneous frequency
versus time, and then to velocity versus time, as
shown in Fig. 5. No filtering or smoothing was used
to obtain these results. The instantaneous frequency
was obtained by calculating the time between zero
crossings. A more sophisticated technique such as
a sliding power spectral density calculation yields
smoother results, but this simple processing
method emphasizes the value of recording both
polarization states.

Future Work

We plan to develop a versatile field-hardened
version of the PDV that can be used for a wide vari-
ety of high-explosives applications at LLNL. Before
we release the hardware for general use, we will
verify the reliability on a series of dedicated shots at
the High Explosives Applications Facility (HEAF).
We will also refine our data processing techniques
so that experimenters will have quick post-shot
access to velocity data.
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